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Linear-response functions of molecules on a quantum computer:
Charge and spin responses and optical absorption
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We propose a scheme for the construction of linear-response functions of an interacting electronic system via
quantum phase estimation and statistical sampling on a quantum computer. By using the unitary decomposition
of electronic operators for avoiding the difficulty due to their nonunitarity, we provide the circuits equipped with
ancillae for probabilistic preparation of qubit states on which the necessary nonunitary operators have acted. We
perform simulations of such construction of the charge and spin response functions and photoabsorption cross
sections for C, and N, molecules by comparing with the results from full configuration-interaction calculations.
It is found that the accurate detection of subtle structures coming from the weak poles in the response functions

requires a large number of measurements.
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I. INTRODUCTION

Since the information carrier of a programmable quantum
computer is a set of qubits that exploits the principle of su-
perposition, essentially parallel algorithms can exist and per-
form computation for classically formidable problems [1,2].
Quantum chemistry [3] is believed to be one of the most
suitable research fields for quantum computation since its
problem setting is quantum mechanical by definition. Indeed,
a quantum computer can treat a many-electron state composed
of lots of Slater determinants as it is in a sense that the
electronic state is encoded as a superposition of qubit states
via an appropriately chosen map such as the Jordan—Wigner
(JW) [4] and Bravyi—Kitaev (BK) [5] transformations.

The quantity which a quantum chemistry calculation is
asked to first provide is the total energy of a target sys-
tem [6]. One of the most widespread methods for obtain-
ing the total energy is the variational quantum eigensolver
(VQE), in which a trial many-electron state is prepared via a
parametrized quantum circuit. The parameters are optimized
iteratively with the aid of a classical computer aiming at the
ground state. This approach was first realized [7] by using
a quantum photonic device, after which the realizations by
superconducting [8,9] and ion trap [10] quantum computers
have been reported. There exist algorithms for obtaining the
energy spectra of excited states [11-16].

Not only academic interest but also industrial demands for
accurate explanations and predictions of material properties
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make it an urgent task to develop methodologies on quantum
computers for various electronic properties other than energy
levels. The one-particle Green’s functions (GFs) are important
in correlated electronic systems [17,18] since they are often
used in explanation of spectra measured in photoemission and
its inverse experiments. Recently we proposed [19] a method
for the GFs [20,21] via statistical sampling by employing
quantum phase estimation (QPE) [1]. Endo et al. [22], on the
other hand, proposed a method for the GFs by focusing on
noisy intermediate-scale quantum (NISQ) devices.

The charge and spin response functions, formulated in the
linear-response theory [23,24], describe the leading contribu-
tions to the electric and magnetic excitations when perturba-
tion fields are applied to a target system. Since the response
functions are the fundamental building blocks in constructing
the elaborated methods for correlated electrons such as GW
theory [23,25], the accurate calculation of them is needed.
In addition, there exist response functions directly related
to measurable quantities such as dielectric constants, electric
conductivities, and magnetic susceptibilities.

Given the recent rapid development of fabrication tech-
niques for quantum hardware and the growing demands for
quantum computation in material science, it is worth mak-
ing tools for analyses on correlation effects. In this study,
we propose a scheme for the construction of the response
functions of an interacting electronic system via statistical
sampling on a quantum computer. We track the changes in the
state of qubits analytically when they undergo gate operations
and measurements to derive the exact probability distributions
of the outcomes. For examining the validity of our scheme,
we perform the full configuration-interaction (FCI) calcula-
tions for diatomic molecules, from which we simulate the
measurements on qubits to get the response functions by
generating random numbers based on the exact probability
distributions.

Published by the American Physical Society
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FIG. 1. Circuit Co for the probabilistic preparation of a state on
which a linear combination O of 2" unitaries has acted. H in the
circuit represents the Hadamard gate. The desired state is prepared
according to a measurement outcome of n ancillary qubits. This
circuit contains C™ as a partial circuit defined in Fig. 2.

This paper is organized as follows. In Sec. II, we explain
the basic ideas and our scheme in detail by providing the
quantum circuits for obtaining the response functions via
statistical sampling. In Sec. III, we describe the computational
details for our simulations on a classical computer. In Sec. IV,
we show the simulation results for C, and N, molecules. In
Sec. V, we provide the conclusions.

II. METHODS

A. Circuit for a linear combination of unitaries

The calculation of a physical quantities of interest quite
often involves the evaluation of matrix elements of vari-
ous electronic operators. Such an operator is, however, not
necessarily unitary and it prohibits one from implementing
it straightforwardly as logic gates for qubits. We describe
a workaround for this difficulty by providing a circuit for
probabilistic state preparation.

For 2" unitaries Uy, where k is a bit string of length n, we
want to apply an arbitrary linear combination of them,

O = cp..00Uo..00 + co..01Up..01 + -+ - + cr.iUpi1, - (1)

to an input register V). cx = |ci| exp(igy) is the complex co-
efficient. We construct a circuit C» equipped with n ancillary
qubits, as depicted in Fig. 1, containing a partial circuit "
defined recursively in Fig. 2. If the measurement outcome for

(a) For j =0
I — Ry <729§§j)> *
@G -1 . T
(=1 ) - -
e [ e
‘/; I + ]
(b) For j >0

FIG. 2. Recursive definitions of circuits Cij ) for (@) j=0 and
(b) j > 0. A is empty or a bit string. exp(i¢, ) is an identity operator
multiplied by the phase factor. R,(9) = e~®*/? is a rotation for an
angle 6. These circuits are used in Fig. 1.

the ancillae is |0)®", the state of the whole system collapses
t0 |0)®" ® O|) up to a normalization constant. The proof of
this fact is provided in Appendix A.

The state preparation techniques for the response functions
described below are special cases of the one introduced above
with some target-specific modifications.

B. Definitions for linear responses
1. Linear-response functions

We work with the ngps orthonormalized spatial one-
electron orbitals for each spin direction in a target N-electron
system, which we assume is in the many-electron ground state
| W) at zero temperature. The formalism described below can
be easily extended to a system with multiple ground states
and/or a nonzero temperature.

The response functions in terms of Hermitian operators O
and @’ in time domain is defined as [23]

xoo(t,t') = —if(t — ) {[O@), O'(t")]), @

where O(r) is the operator in the Heisenberg picture and the
expectation value is for the ground state. We assume that the
system has been in the equilibrium when the perturbation
is turned on. Since the response function defined in Eq. (2)
depends on time only via ¢ — ¢’ in this case, its expression in
frequency domain is written as

xoo(®) = Roo (@ +i8) + Roo(-w — i),  (3)
for a real frequency w.

L ,
Roo ()= ﬁ @)

A

is the Lehmann summation over the energy eigenstates for a
complex frequency z. Eg is the ground-state energy and E) is
the energy eigenvalue of the Ath excited state |\, ).

Lioor = (Vg | O|W;) (W3 |O'|Wys) &)

is the transition matrix element, which satisfies clearly
Lioo = (L,oo)*. The positive infinitesimal constant § ap-
pears in Eq. (3) due to the retarded nature of the response
function, rendering all the poles immediately below the real
axis. It is clear that the real part of xpo(w) is even with
respect to w, while the imaginary part is odd.

2. Charge and spin responses

By using the creation a;a and annihilation a,,, operators for
the pth spatial orbital of o spin |¢,,) (0 = «, B), the electron
number operator is given by n,, = a;fw apo . The spin operator
is givenbys, = > a;'m (af,la, /2)a,s, where 0 is the Pauli
matrix for the electronic state.

The orbital-wise response functions involving the charge
and spin of the individual spin orbitals are obtained by putting
Opn =),y and O, = s,; (j = x,y, z), respectively, into
Eq. (4). To rewrite the expression for transition matrix ele-
ments in Eq. (5) into a more tractable form, we define the
charge-charge transition matrix element,

Nkpa,p’a’ = <‘Ijgs|npa|\I’A><wk|np’a’|\llgs>’ (6)
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for the Ath energy eigenstate |\, ) of the N-electron states. We
define similarly the spin-spin one,

Sipip i = (WesSpi W) (Walsp jr | Wes) s (N
for j, j/ = x, y, z and the spin-charge one,
M)“PJ'»P,U, = <\Ijgs |Spj |\II)»> <\Ij7u |np’a’|\ljgs) = M;»kp’(r’,pj' (8)

From these matrix elements, we define the following Hermi-
tian matrices Ly :

Lkpn,p’n = ZNApn,la/a/a (9)
0,0’
Lipjp i = Sapipis (10)
Lkpj,p’n = ZMApj.p’a» (11)
o

which are used for Eq. (5).

3. Generic one-body operators
A generic one-body operator is given in the form,
O=) Ounajan, (12)
m,m’

where m and m’ are the composite indices of spatial orbitals
and spins. O,y is the matrix element between the one-
electron orbitals. Our scheme is actually applicable to such
a generic case for O and (', for which we have to obtain the
transition matrix elements,

Brmmamsmy = (Wes|al, @ | W5) (Wi la), am, [Ves),  (13)

which satisfy clearly Bummy,myms = Brmums,mom,)*. From
them, we sum up the contributions to Eq. (5) as

> OwmOpmBimmmm- (14)

ny,my,ms,my

Lioo =

We calculate the electric polarizabilities of molecules in the
present study as examples for the generic scheme. The con-
tribution from electrons to the electric dipole of a molecule is
d=— Zm,m’ d mm/ajnamr, where the negative sign on the right-
hand side comes from the electron charge. d,,,y = (¢ |7|Pw)
is the matrix element of position operator. The linear electric
polarizability tensor «;; (j, j/ = x,y, z) [26,27] is defined as
the first derivative of the expected electric dipole with respect
to an external electric field, obtained via the response func-
tionas oy (w) = — Xd;d; (w), from which the photoabsorption
cross section [28] is given by

4
o(w) = TwImTroz(w). (15)

This cross section is a measurable quantity in optical absorp-
tion experiments.

4. Unitary decomposition of electronic operators

Although there are alternatives for mapping the electronic
operators of a target system to the qubit ones such as JW [4]
and BK [5] transformations, we do not distinguish between an
electronic operator and its corresponding qubit representation
in what follows since no confusion will occur for the readers.

| ~
) —r o Hus Hul Hu®, 19)
L |

FIG. 3. Charge-charge diagonal circuit C,, (0 = «, B) for prob-
abilistic preparation of n,,|y) and 7,,|¥) from an arbitrary input
state |) and two ancillary qubits. We define the partial circuit /")
by enclosing it with dashed lines.

For each combination of a spatial orbital p and a spin o, we
perform the Majorana fermion-like [29] transformation for the
qubits [19]:

UOpa = dpo + a;g’ (16)
and
Ulpa = dpo _a;o" (17)

which are unitary regardless of the adopted qubit represen-
tation thanks to the anticommutation relation between the
electronic operators and can thus be implemented as logic
gates in the quantum computer. This means that we can
prepare at least probabilistically an electronic state on which
an arbitrary product of the creation and annihilation operators
has acted, similarly to the case for GFs [19].

In what follows, we assume that the many-electron ground
state | W) is already known and can be prepared on a quantum
computer.

C. Charge-charge responses

Let us first consider the determination of the charge-charge
transition matrices N .

1. Circuits for diagonal components

From the unitary operators in Eqs. (16) and (17) for a
combination of a spatial orbital p and a spin o, we define
UK(,]:,)U = Uy poUepo for k, k' =0, 1, which are also unitary.
With them, the electron number operator is written as

_ Usy +Ugly = Uiy = Uil
Mo = . , (18)

while the whole number operator is written as

() (p) (p) ()
U()(I)]U _ UO{(T + Ul(l))(r _ Ul{)cr (19)
2 .

We construct a circuit C,, equipped with two ancillary
qubits |g4) and |g}') by implementing the controlled opera-

tions of U;ﬁ,)a, as depicted in Fig. 3. The whole system consists
of the ancillae and an arbitrary input register |y). Its state
changes by undergoing the circuit as

gt =0)® |gp = 0)® |¥)
—10) @ [1) @ T [¥) + 1) @ 10) ® o [¥) = | D),
(20)

Npe =1 =1y =
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FIG. 4. Charge-charge off-diagonal circuit Cpy yo (0, 0" =
a, B) for probabilistic preparation of ":a.p'a'W) and ’ﬁ[fa_ ol W)
from an arbitrary input state |y) and three ancillary qubits.
Z(£m/4) = diag(1, e¥™/*) is a phase gate. The partial circuits
defined in Fig. 3 are contained as the controlled subroutines.

since (a},)* and @), vanish due to the Fermi statistics. The
projective measurement [1] on |gy) is represented by the
two operators P, = I ® |q)(g| ® I (g = 0, 1). The state of the
whole system collapses immediately after the measurement as
follows:

|0) observed Npo
1D,0) S 1) @ 10) © —2=|y),
IP’pg
prob. (|1, [Y) |* = P, (1)
1) ob: d ﬁo’
1,0 S0y @ (1) @ 2 |y),
IP’,,U
prob. [ [¥)[1> = Ppo. (22)

2. Circuits for off-diagonal components

For mutually different combinations (p, o) and (p’, o) of
spatial orbitals and spins, we define the four non-Hermitian
auxiliary operators,

in /4
ot _ o e npor (23)
po.po’ — 2 ’
and
>4 in 457
it _ o e Npo’ (24)
pﬂ,p’ﬂ/ = 2
. ey i _ :t
Un-normalized auxiliary states |\L’p03p,0,) = npaqp,g,llllgs) can

+ — + :
h.ave overlaps Txpa,pja' = |(\IJA|\Ilpa!p,G,)|2 w1th’t’he energy
eigenstates, from which the charge-charge transition matrix

elements in Eq. (6) can be calculated as

_ —im /4 i+ =
N)Ll’fﬂ[’/ff/ =e (Tkpa,p/v/ - T)»pa,p’a’)
i /4 pr+ -
e T e = Toer) (29)

We construct a circuit Cpg, o €quipped with three ancillary
qubits by using the controlled operations of the partial circuits
UL and U, defined in Fig. 3, as depicted in Fig. 4. The
whole system consists of the ancillae and an arbitrary input
register |1). Its state changes by undergoing the circuit as

95 = 0)® ¢} =0)® |g5 =0)® |v)
— 0)®0) ® 1) @7L . |¥)

po,po

+10)® 1) ®10) @ 1y, i |¥0)

po.po’

D ®10)® 1) @7, 0 ¥)
+ID @) ®10) ®n,y 0 l¥)
= [Ppo,por)- (26)

The projective measurement on |¢5) and |g}) is represented
by the four operators Py, = |g){q| ® |¢')(¢'| ® I ® I (9, q' =
0, 1). The two outcomes among the possible four are of our
interest, immediately after which the whole system collapses
as follows:

n

n /o
po,po
——I¥),

+
v Ppmp’cr’

10)®]|1) observed
>

|(Dpa,p’a’ |0> ®|1> &® |O> ®

+ 2 __ +
prob. i, o )P =Py, . @7
1)®|1) observed oo e
@ o) RS @11) @ 10) © 2|y,
N S
— 2 mp—
prob. ||npg,p,g,|1p) - = Ppg,,,/g/- (28)

3. Transition matrices via statistical sampling

Given the result of a measurement on the ancillary bits
for a diagonal or an off-diagonal component, we have the
register |) different from the input N-electron state. Then we
perform QPE for the Hamiltonian H by inputting |) to obtain
one of the energy eigenvalues in the Hilbert subspace for the
N-electron states. A QPE experiment inevitably suffers from
probabilistic errors that depend on the number of qubits and
the various parameters for the Suzuki-Trotter decomposition
of H. We assume for simplicity, however, that the QPE proce-
dure is realized on a quantum computer with ideal precision
as well as in our previous study [19]. We will thus find the
estimated value to be E,{V with a probability |[(W;|¥)]> [1].
Since the probabilistic state preparation and obtaining the
transition matrix elements are dominated mathematically by
multinomial distributions, the errors in the response function
scale as Nr;ela/sz for Npeqs repeated measurements.

If we input |W) to the diagonal circuit C,, in Fig. 3 and
observe the ancillary bit |g§ = 0) for QPE, the energy eigen-
value EV will be obtained with a probability [see Eq. (21)],

2

Npo
s szr = N)Lp(rﬁp(r (29)

VP

This means that we can get the diagonal components of
transition matrices N, via statistical sampling for a fixed
combination of p and 0.

If we input W) to the off-diagonal circuit Cps py in
Fig. 4 and observe the ancillary bits |¢3 = 0) ® |¢gf = 1) or
lg3 = 1) ® |g = 1) for QPE, the energy eigenvalue E will
be obtained with probabilities [see Eqs. (27) and (28)],

2

(Wl

|Wes)

ni )
(W, | 222 |,) | PE

Pt po.p'o’
po.p'o’

This means that we can get the off-diagonal components of N,
from Eq. (25) via statistical sampling for a fixed combination
of p,p/,o,and o’.

_ 7x
=T, o

(30)
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FIG. 5. Spin-spin diagonal circuit C,; (j = x, y) for probabilistic
preparation of s,;|y) and 5,;|¥) from an arbitrary input state |y)
and an ancillary qubit. We define the partial circuit Z/I;.”) by enclosing
it with dashed lines.

D. Spin-spin responses

Let us next consider the determination of the spin-spin
transition matrix elements S, ,; ;7 for j, j/ = x, y. Since the
operators of the z component of spin and the electron num-
ber are related via s,; = (npe — npg)/2, the matrix elements
Sypz,pz can be calculated from the diagonal and off-diagonal
components of N,, already obtained in Sec. IIC. Sy,; s, can
be calculated from M, which will be explained in Sec. II E.

1. Circuits for diagonal components

From the unitary operators in Egs. (16) and (17)
for a combination of a spatial orbital p and a spin
o, we define the following four unitary operators:
Us? = UppaUtpg. ULY = —UspaUnyp. Uo() = —iUopaUops.

and U (” ) = = iU poUypg. With them, the spin operators for the
xandy dlrectlons are written as

uP +u?
Spj = % 31

for j = x, y. We define

T, = % (32)
for later convenience.

We construct a circuit C,,; equipped with an ancillary qubit
by implementing the controlled operations of Uéf ) and Ul(j.’),
as depicted in Fig. 5. The whole system consists of the
ancilla and an arbitrary input register | ). Its state changes
by undergoing the circuit as

g% = 0) ® ) —> 10) ® 25,1¥) + 1) ® 25, 19)
= |D,;). (33)
The projective measurement on |g*) is represented by the
two operators P, = |g){g| ® I (g =0, 1). The state of the

whole system collapses immediately after the measurement
as follows:

|0) observed 28,
|@,)) > 10) ®—=L|y),
\/ij
prob. [|2s,;|¥) I* = Pp;, (34)
1) observed 25,
[®,) ) @2 |y),
ij
prob. 125, [¥) 1> = B,;. (35)

Wy —+— 7 1)

FIG. 6. Spin-spin off-diagonal circuit C,;  (j, j' = x,y) for
probabilistic preparation of s]i:”,j/h//) and Efj_p,j,hj/) from an arbi-
trary input state |¥) and two ancillary qubits. The partial circuits
defined in Fig. 5 are contained as the controlled subroutines.

2. Circuits for off-diagonal components

For mutually different combinations (p, j) and (p', j') of
spatial orbitals and spin components j, j/ = x, y, we define
the four non-Hermitian auxiliary operators,

. in/4¢ .
+ _ SpiEe" sy
Spiwi =Ty (36)
and
<. in 4%
~t _ Spi e sy
Sy = (37)
Un-normalized auxiliary states |\IJ1, iy )= s‘,7 i | Wes) can
have overlaps 7% i i = |(\IJA|\IIM’M)|2 with the energy

eigenstates, from which the spin-spin transition matrix ele-
ments in Eq. (7) can be calculated as

—in /4 —
Sipivi = € T i = i)
in/4 o+ -
te (Tkp’ J'spj Tkp’j’,p.i ). (38)

We construct a circuit C,; ,» j» equipped with two ancillary
qubits by using the controlled operations of the partial circuits
Z/l](.” ) and Ll;,” ", defined in Fig. 5, as depicted in Fig. 6. The
whole system consists of the ancillae and an arbitrary input
register |1). Its state changes by undergoing the circuit as

gt = 0)®|q5 =0)®|¥)
> 10) ® 10) ® 25, |¥) +10) @ 1) ® 25}, %)
I ®10) ®2s,, 1Y) + D) @I1) @25, %)
= [Ppjpj)- (39)

The projective measurement on |q’l\) and |q(’,\) is represented
by the four operators Py, = |q)(g|l ® |¢')(¢'| ®1(q.q =
0, 1). The two outcomes among the possible four are of our
interest, immediately after which the whole system collapses
as follows:

10)®]0) observed 2s;j,p,j,
= 10) ®l0) ® —===I¥),

D7) e
pirJ ]P’;rj,p,j,
prob. |12, IW)IP =Py, . (40)
() VL 1) 10y @ 2y
ij.,p’/’
prob. 125,y [W)I* =Py (@1
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(o [|Te
U .

FIG. 7. Spin-charge circuit C!ijp,o, (=
x,yando’ = &, B) for probabilistic preparation of v:fj, !,U,lx//)
and other states from an arbitrary input state |¢) and three ancillary
qubits. The partial circuits defined in Figs. 3 and 5 are contained as

the controlled subroutines.

off-diagonal

3. Transition matrices via statistical sampling

We can get the transition matrices S, via statistical sam-
pling similarly to the charge-charge ones. If we input |Wg) to
the diagonal circuit C,; in Fig. 5 followed by a measurement
and QPE for H, the energy eigenvalue E;, will be obtained
with a probability 4S;,,; ,;. [See Eqgs. (7) and (34).] If we use
the off-diagonal circuit Cp; y; in Fig. 6, on the other hand,
the energy eigenvalue E; will be obtained with probabili-
ties 4T ., depending on the measurement outcome. [See
Egs. (40) and (41).] The off-diagonal components of transition
matrices are then calculated from Eq. (38).

E. Spin-charge responses

Having found ways to determine the charge-charge and
spin-spin contributions, let us consider the determination of
the spin-charge transition matrices M, ; o for j = x,y and
o’ = a, B. Those involving the z component of spin, M, P pols
can be calculated from the diagonal and off-diagonal compo-
nents of N,, already obtained in Sec. II C.

1. Circuits for off-diagonal components

For combinations (p, j) and (p/, o’) of spatial orbitals and
spin components j = x, y with ¢’ = «, 8, we define the two
non-Hermitian auxiliary operators,

. Ny~
+ = . 4 eTim/ALT
Vi et =Spj +e o (42)
Un-normalized auxiliary states |\pr ol )= vp o | Wgs) can

have overlaps Tf; e = |(lI/A|\I/;Ej o) |* with the energy
eigenstates, from which the spin-charge transition matrix ele-
ments in Eq. (8) can be calculated as

_ —in/Apt 4
Mypjpo = e G Tkp] por T e/ Tkp] po’
NM"U’, /ot
~V2Sipipi = — 5 43)

232

We construct a circuit C o €quipped with three ancillary
qubits by using the controlled operatlons of the partial circuits

L{;p) in Fig. 5 and Ué’,’) in Fig. 3, as depicted in Fig. 7. The
whole system consists of the ancillae and an arbitrary input
register |y). Its state changes by undergoing the circuit as

4 = 0)®lqt =0)® |gy =0)® |y
> 10) ®10) ® 10) ® v o0 1¥)

u(mlm;)

FIG. 8. Generic diagonal circuit C,, ,,, for probabilistic prepara-
tion of ajmam2 |vr) and other states from an arbitrary input state |yr)
and two ancillary qubits. We define the partial circuit 2™ by
enclosing it with dashed lines.

+(10) ®10) @ [1) + 1) ® [0) ® 1)) ®5,,1¥)
+(0)® 1) ®@[1) — 1) ® [1) @ |1))
eim/éln o
® ——C|y)
+11) ® |0> ® 10) ® (spj — e *npen)yr)
= (D) ) (44)

The projective measurement on |q§) and |q6*) is represented
by the four operators P,y = |¢){qI ® I ® |¢'){(q'| ®1(q,q =
0,1). Only one of the four possible outcomes is of our
interest, immediately after which the whole system collapses
as follows:

+

U H Y !
pl,po
® ——1v),

/PE
pi.p'o

+ |0)®]0) observed
| (Dpj P’O"> >

10) ®|0)® |0)

_P:i:

pipo’"

prob. [lvy . [¥)1I? (45)

2. Transition matrices via statistical sampling

We can get the transition matrices M, via statistical sam-
pling similarly to the charge-charge and spin spin ones. If
we input |Wy) to the off-diagonal circuit CcE o in Fig. 7
followed by a measurement and QPE for #, the energy
eigenvalue E) will be obtained with a probability T, M, Jipo’
[See Eq. (45).] The off-diagonal components of transition
matrices are then calculated from Eq. (43).

We provide the pseudocodes in Appendix B for the calcu-
lation procedures of response functions explained above.

F. Generic cases

Here we describe briefly the scheme for the response func-
tion involving generic one-body operators given as Eq. (12).

1. Circuits for diagonal components

For a combination of sp1n orbrtals m; and m,, we define the
four unitary operators U\’ (mim2) = Uem Uerm, (k, 6" =0, 1). We
construct a circuit Cyy, m, equ1pped with two ancillary qubits by
implementing the controlled operations for an arbitrary input
register |v), as depicted in Fig. 8. It is easily confirmed that
the whole state changes by undergoing the circuit as

[t = 0)®q =0)@¥)
— 1) ®[0) ® aj;“amzlw) + (other terms). (46)

When the target ground state is input, the projective measure-
ment on the two ancillae leads to the probabilistic preparation

033043-6



LINEAR-RESPONSE FUNCTIONS OF MOLECULES ON A ...

PHYSICAL REVIEW RESEARCH 2, 033043 (2020)

L Z/{(manu)

|q(/)\ = > u(mgm,l)
S : 19)

FIG. 9. Generic off-diagonal circuit Cy,ym,,m;m, for probabilistic
preparation of f,- .. [¢) and other states from an arbitrary input
state |Y) and three ancillary qubits. The partial circuits defined in

Fig. 8 are contained as the controlled subroutines.

of aLlam2 | W), for which the subsequent QPE process gives
the “diagonal” matrix element Bjuym, .mm, [s€€ Eq. (13)] via
statistical sampling.

The charge-charge diagonal circuit C,,, in Fig. 3 is a special
case of the generic circuit described here.

2. Circuits for off-diagonal components

For mutually different combinations (m;, my) and (ms, m4)
of spin orbitals, we define the two non-Hermitian auxiliary
operators,

¥ in /4t
Oy am, €7 7ay, ay,

+
fmlmz,m3m4 = 2 (47)
. g i _
Un-normalized auxiliary states |\Iln£m2’m3m4) =
+ -
m,mz,m3m4|q’gs) can have overlaps TAm|m2,m3m4 =
:t 2 . . .

(W Wy, ”.12"”3'"4” Wlth the energy eigenstates, from which

the “off-diagonal” matrix element is calculated as

_ —in /4 (p+ T
B)\mllnbm}mhi =e (T)Lmzml,mgnu TAmgml,m3m4)

i /4 (+ -
+el”/ (TAm3n14,m2m1 - Tkm3m4,m2m1)' (48)

We construct a circuit Cy,m, m;m, €quipped with three an-
cillary qubits by using the controlled operations of the partial
circuits defined in Fig. 8, as depicted in Fig. 9, for an arbitrary
input register |1). It is easily confirmed that the whole state
changes by undergoing the circuit as

b = 0)®lqt =0)® gy =0)@ Iy)
F—=10) @ [1) @ 10) ® for v mams | ¥)
+11) @ 11) @ [0) @ f, 1y mams [¥) + (other terms).
(49)

When the target ground state is input, the projective measure-
ment on the three ancillae leads to the probabilistic prepara-
tionof [W¥ ). This circuit and the similarly constructed
Crnsmg.mm, allows one to calculate B;,m, mym, from Eq. (48)
via statistical sampling. After obtaining the necessary matrix
elements, they are put into Eq. (14) to calculate the Lehmann
summation.

The charge-charge off-diagonal circuit Cps, o in Fig. 4 is
a special case of the generic circuit described here.

III. COMPUTATIONAL DETAILS

As stated in Introduction, we simulated the measurements
on qubits for obtaining the response functions of molecules by

generating random numbers based on the analytically derived
exact probability distributions. The computational details are
described here.

We adopted STO-6G basis sets as the Cartesian Gaussian-
type basis functions [30] for all the elements in our quantum
chemistry calculations. The two-electron integrals between
the atomic orbitals (AOs) were calculated efficiently [31].
We first performed restricted Hartree-Fock (RHF) calculations
to get the orthonormalized molecular orbitals (MOs) in the
target systems and calculated the two-electron integrals be-
tween them, from which we constructed the second-quantized
electronic Hamiltonians.

In the FCI calculations for the large target Hilbert sub-
spaces, we performed exact diagonalization of the elec-
tronic (not in qubit representation) Hamiltonians by using
the Arnoldi method [32]. We can take the z axis as the
quantization axis for spins without loss of generality since our
calculations are nonrelativistic.

We calculated the FCI response functions simply by substi-
tuting the necessary quantities into Eq. (3). For the simulations
of response functions from statistical sampling, we generated
random numbers according to the matrix elements between
the FCI energy eigenstates to mimic the measurements on
ancillae and the ideal QPE procedures. We set § in Eq. (3)
to 0.01 atomic unit throughout the present study.

IV. RESULTS AND DISCUSSION

A. C, molecule

We used the experimental bond length of 1.242 A [33]
for a C, molecule in the RHF calculation and obtained the
total energy Erpyr = —2045.2939 eV. This system contains
six electrons per spin direction which occupy the lowest six
MOs, as shown in Fig. 10(a). We found via the subsequent
FCI calculation with Erc; = —2052.6918 eV that the major
electronic configuration in the nondegenerate many-electron

(@) C, molecule ) N, molecule
30" e

S T 17" _—
50 4

I s
I —
% 20 %

FIG. 10. Schematic illustration of RHF orbitals and their elec-
tronic occupancies for (a) a C; molecule and (b) an N, molecule. The
descriptions beside the energy levels represent the orbital characters.
Those with asterisks are the antibonding orbitals. The 1o and lo*
MOs, coming from the 1s AOs of the constituent atoms, are not
shown. The 1 and 17* MOs come mainly from the 7 bonding of 2p
AOs, while the 30 and 30* MOs from the o bonding of 2p AOs. The
nondegenerate many-electron ground state for each system consists
mainly of the same electronic configuration as the RHF one.
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FIG. 11. The response function (a) x{<» |, and (b) xfv: 5. exact

within the FCI solution for a C, molecule. The simulated ones

K FCI=sat for for the numbers of measurements Nyeas = 10000 and

40 000 are also shown.

‘ O,FCI
41+ O_FCI-stat
for N,.,.=5000

_____ O_F Cl-stat
£OT Npneas=40000)

o(w) (a.u.)

w (eV)
FIG. 12. The photoabsorption cross section o7 exact within the
FCI solution for a C, molecule. The simulated ones "¢ for the
numbers of measurements Nye.s = 5000 and 40 000 are also shown.

ground state, denoted by X' & ;' in spectroscopic notation [34],
is the same as in the RHF solution. The ground state was
found via the exact diagonalization of the Hilbert subspace for
ny = ng = 6, from which we obtained the lowest 2000 among
the 44 100 energy eigenvalues.

We calculated the response functions xF¢! exact within

the FCI solution, from which the components x{<. ., and
FCI

Xinz30. are plotted in Fig. 11. We also performed simula-
tions of statistical sampling for the construction of response
function x5 based on our scheme and plotted those
for Nimeas = 10000 and 40 000. It is seen that xS ., in

Fig. 11(a), which involves only the HOMO, is well repro-

duced by xFCI=s with Njeas = 10000. On the other hand,

lzn,lnn
X<t 5, in Fig. 11(b) is not accurately reproduced by x <\ 5

with Npeas = 10000. These results mean that the response
involving a weak excitation channel requires a large number
of measurements for its accurate reproduction, just like the
situation for the GFs [19].

We calculated the photoabsorption cross section o F¢! from
the FCI solution, as shown in Fig. 12. By simulating the
process for a generic one-body operator to obtain the matrix
elements in Eq. (13), we also calculated the cross section
o =8 £or Nipeas = 5000 and 40 000 and plotted it in the
figure. It is seen that those from sampling can take negative
values despite the original definition in Eq. (15), which is en-
sured to be non-negative. It is due to our naive implementation
of Eq. (48) by using random numbers without considering any
symmetry. The major peaks in oF! were well reproduced by
oFCI=stat with the smaller Nyeas, While the detailed structure
between them required the larger N5 for the accurate repro-
duction. Since symmetry-adapted construction of transition
matrix elements should reduce the necessary total number
of measurements and physically appropriate results, such
techniques will be useful as well as in VQE calculations [35].
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FIG. 13. The response function (a) Xie:s,, and (b) xior ..
exact within the FCI solution for an N, molecule. The simulated
ones xFCI=s4t for the numbers of measurements Nyeas = 10000 and

40 000 are also shown.

: 6£Cl :
Cl-stat

| oForsac |

for Nppe,i=5000

N CL
E ol 1 _____ O_F stat |
— for Npe,=40000
§/ [
S 1L

VU

0 4 MNLN

0 20 40 60 30

w (eV)

FIG. 14. The photoabsorption cross section o F! exact within the
FCI solution for an N, molecule. The simulated ones o "'~ for the
numbers of measurements Ny, = 5000 and 40 000 are also shown.

In a more practical setup where the QPE procedure is
not ideal, the resolution and the reliability of two-qubit gates
in the QPE procedure will have significant impacts on the
results. The adequate number of measurements should thus
be discussed by considering specific setups.

B. N, molecule

We used the experimental bond length of 1.098 A [36] for
an N, molecule in the RHF calculation and obtained the total
energy Erpr = —2953.5952 eV. This system contains seven
electrons per spin direction which occupy the lowest seven
MGOs, as shown in Fig. 10(b). We found via the subsequent
FCI calculation with Epcy = —2957.9124 eV that the major
electronic configuration in the nondegenerate many-electron
ground state is X I's+ [34], the same as in the RHF solution.
The ground state was found via the exact diagonalization of
the Hilbert subspace for n, = ng =7, from which we ob-
tained the lowest 2000 among the 14 400 energy eigenvalues.

We calculated the response functions from the FCI solu-
tion, from which the components xi<\, , and xIol . are
plotted in Fig. 13. We also performed simulations for the con-
struction of x F¢I=st@t and plotted those for Nyeqs = 10000 and

40 000. It is seen that xfCT, in Fig. 13(a), which involves

3on,30n
only the HOMO, is not well reproduced by xjs, e with

Nmeas = 10000, in contrast to the C, molecule case. Since the
strength of xX<! | . in Fig. 13(b) is similar to that of x1C!,
Nieas = 10000 is not sufficient for the accurate reproduétion
of correct values as well. We found that x{<! | .. (not shown)
is much weaker and even Np,e,s = 40000 is insufficient for
obtaining good x3, UCZIT;“;

We calculated the photoabsorption cross section oF¢! from
the FCI solution, as shown in Fig. 14. Those from simulations
of measurements oF2 for Npeas = 5000 and 40 000 are

also shown in the figure.
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V. CONCLUSIONS

We proposed a scheme for the construction of linear-
response functions of an interacting electronic system via
QPE and statistical sampling on a quantum computer. By
using the unitary decomposition of electronic operators for
avoiding the difficulty due to their nonunitarity, we provided
the circuits equipped with at most three ancillae for prob-
abilistic preparation of qubit states on which the necessary
nonunitary operators have acted. We performed simulations
of such construction of the response functions for C, and N,
molecules by comparing with the accurate ones based on the
FCI calculations. It was found that the accurate detection of
subtle structures coming from the weak poles in the response
functions requires a large number of measurements.

Since the unitary decomposition of electronic operators
is applicable regardless of the adopted qubit representation,
an electronic state on which an arbitrary product of the cre-
ation and annihilation operators has acted can be prepared at

J

least probabilistically. The quality of results for our approach
comes mainly along with that of QPE procedure, implying
that the feasibility of our approach may be promising for small
systems which have been already treated on realized quantum
computers such as an H, molecule. The approach described
in this study enables one to access not only the response
functions and GFs but also various physical quantities on
a quantum computer. Invention and enrichment of tools for
such properties will enhance the practical use of quantum
computers for material simulations.
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APPENDIX A: PROOF FOR A GENERIC PROBABILISTIC STATE PREPARATION

1. Proof

Here we provide the proof for the validity of circuit Cp in Fig. 1 for probabilistic state preparation. Cp is characterized

(n—=1) pn=1) 4(=2) H(n=2) H(n-2) pH(n-2)
by the 2" — 1 parameters, 6™, 6," ", 6", 650", 651 . 010 . O ...

,91({?1. For an arbitrary input state |¢) and the

linear combination O of unitaries in Eq. (1), O|¢) up to a normalization constant can be prepared by setting the parameters to
appropriate values, as demonstrated below. We can assume that the coefficients in Eq. (1) are positive real values without loss of
generality since each of the phase factors can be absorbed into the unitary coupled to it.

We use the notation |®,) = [0)®" ® |), H,

= H®" ®1, and Ry(—26)|q) =

|q, 0) for g = 0, 1. The action of circuit on the

initial state |®,) can be tracked by referring to the recursive deﬁnmon in Fig. 2. Specifically, we find

0,6

C™H,|®,) = ®CY VH, 1|®,_ 1) +

_ 106" 0.6
V2 V2

11, 0m) o)
+ = ® =
V2 V2

|O 9(}1) ® |0 9(7! l))

2n/2

2n/2

1,6
V2 ’ V2

’)

> ® C(()S_Z)Hn—2|q>n—2> +

®CU P H, »|®, ) +

1,6M @ |1,6" )@ 1,60 )

®C" VH, ||®, )

0(’1 1)> 5
T ®C((;]1 )Hn 2| Pp2)
1,60"")

V2

® Ci’I”Hn_2|d>n_2>} =..

79(58_2)> ® - ®10,65") ® Up..ol¥y) +

D) @ Uraly). (A1)

For each bit string k of length n, Uy appears only once on the right-hand side of Eq. (Al). If the outcome of a projective
measurement on the n ancillae is |0)®", the whole state collapses immediately after the measurement as follows:

|0)y®" observed 1
—

(n) ®n o

[ cos 0 cos 6(" D cos 9(" Y. . cos 9(2) cos 90(}?00U0-~000

+ cos 0™ cos 9(” D cos b

+ sin6% sin 9(” D sin o,

. A1) (12 2
+ 5in 0™ sin 0"V sin 0" .. .sin 6>, sin ! 11U1..‘111:||1p).

(n=2) (2)

(1)
- €08 0. sin 8., Uo...001

(" 2. sin9(2) cos@1 11U1...110

(A2)
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R o)
Ry (—20{") ——{AF

FIG. 15. Circuit Co for n = 2 as a special case of that in Fig. 1.

We derived the expression above by using |0, 8) = cos8|0) — sin@|1) and |1, ) = sin6|0) + cosH|1).
In order for the resultant state to be proportional to O|yr), we first determine the 2"~ parameters 9(5.1_?00, e, 91(},)11 (each
having a bit string of length n — 1) such that

€0.--001 €o---011 Ci..111
tan 6"y, = ———, tan 6", = s tang) = = (A3)
€0..-000 €0...010 C1...110
Next we determine the 2"~2 parameters 95%?00, e 91(%)” (each having a bit string of length n — 2) such that
(1) (1) (D
cos B, Co..0010 €OS 6. C0-..0110 cos b’ Cl...1110
— 000 tan 657, = , OO tan 6%, = coes — el an 67, = ——. (A4)
cos 0. 000 €0--0000 €08 6y 10 €0---0100 cos0;. 110 11100

All the remaining parameters can also be determined in this way, so that the circuit Cp allows one to prepare the desired state
O|v) probabilistically. It is noted that the probability (y|OTO|v/) is determined not by the artifact (the number n of ancillae the
user has introduced), but by the physics (the quantum state O|vy/) itself) regardless of n. This fact also means that the probability
of “success” in the state preparation gives the information about the normalization constant, which can be as important as the
desired state. In this sense, measurement results other than |0)®" are neither failures nor waste of time.

The construction procedure described above should be understood as a starting point for a generic nonunitary operator. There
can be room for making the circuit more efficient by considering the characteristics of the operator and/or the states you want.
For example, the circuit in Fig. 3 does not contain a rotation gate and only one of the two ancillae needs to be measured. It works
thanks to the Fermi statistics. Another interesting point is seen in the circuit in Fig. 4, which can prepare the two important states
n;jmp,a,h/f) and n;(,,p,a,hlf). [See Egs. (27) and (28).]

2. Example for n = 2

An example for the determination of parameters for Co with n = 2 is provided here. The circuit is parametrized by Gél), 91(1),
and 6@, as depicted in Fig. 15. The whole state immediately before a measurement is

CPH,|®5) = 0)** ® [ cos 0™ cos 05" Uno + cos 6@ sin 68" Uy + sin 6@ cos 6" U + sin 6@ sin 6"V, 1)
+ (terms involving other ancillary states). (AS)

The probabilistic state preparation is possible by setting the three parameters in the manner described above. 9(()]) and 9](1) are
determined by the conditions,

c c
tanf" = =4, tanp) = 1, (A6)
€00 C10
from which 6@ is determined by the condition,
1
cosf c
L tan9® = LO. (AT)
cos 6P €00
0
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APPENDIX B: PSEUDOCODES

Here we provide the pseudocodes for the calculation of response functions proposed in the present study. We assume that all
the energy eigenvalues of N-electron states have been obtained before entering the main procedure given just below.

1. Main procedure

Here is the main procedure. It calls directly or indirectly all the other procedures provided in this Appendix.

Procedure 1 Calculation of charge and spin response functions via statistical sampling.

Input:
Hamiltonian 7, number of spatial orbitals 7., N-electron ground state |W,) with its energy E, gs, energy eigenvalues EY,
real frequency w, small positive constant §, number of measurements Np,s for each component

Output:
Response functions y (w)

1: function CALCRESPFUNCS (H, ors, | Wes) Eg";,EN ®, 8, Nieas)

2:  for A
3: drs = E(w+i8) — (EN — Eg)
4:  x™:=0
5: forp=1,..., nows > Diagonal components
6: foro =«, B > Charge-charge contributions
7: Nyo.ps := AMPLSCHARGEDIAG (H, [W), EV, p, 0, Nimeas)
8: for A
9: X;;r:ppg+ = N)»pa,po /d)\+ + Nlpo,pa /d)»f
10: for j =x,y > Spin-spin contributions
11: Spjpj = AMPLSSPINDIAG (H, |W,), EN. D, j, Nieas)
12: for A
13: X:Jnl;]+ SApj p}/dk+ +S)\])j [)j/d)»—
14: forp,p=1,....,00ms(p=p) > Off-Diagonal components
15: foro,0' =«, B > Charge-charge contributions
16: ifp>por(p==p andoc == g and 0’ == «) then
17: Npopo’ := AMPLSCHARGEOFFDIAG (H, |W,;), EN, p,p, 0,0, Neas)
18: for )\
19: ;‘:P]/a,_’_ Nkpa,p /dA+ + N, Apo o’ /dk P Xp’a’ pa+ Nkpa pa//d)\Jr + N)\pa.p’o’/d)uf
20: for j, j/ =x,y > Spin-spin contributions
21: if p> p or (p==p and j ==y and j/ == x) then
22: Spip i = AMPLSSPINOFFDIAG (M, |Wy), EN, p, D', J. j's Nicas)
23: for A
24 lt)rjnr; = Sipip' i [drs + SM’/ P s t)r/r;p piT = Skp/ 14 /’/d“' + Syt
25: for j=x,y,0' =a,p > Spin-charge contributions
26: M,; /o := AMPLSSPINCHARGEOFFDIAG (M, |Wy), EV, p, p', j, 6/, Sy pis Nyor po’s Nmeas)
27: for A
tmy tmy
28: PJSJU’—’_ MAp]]J’o’/d)»+ +M)Lp]],a /d;\,, Xpap p/+_ A’p]po/dk++M)\.pj.]7,0,/d)\.*
29: forp,p =1, , Rorbs > Representation for (n, x, y, z) from («, B, x, y)
. . tmp tmp tmp tmp . tmp _ tmp tmp _ tmp
30: Kpnp/n *= por 1"0t + Xpa,p' + Xpp.p/a + Xpppp> Xonp'z 2= (Xna pao ﬂ + Xppa — Xpp, pﬁ)/z
. o lmp _ ., mp _ tmp _ mp _ tmp tmp
31: Kpzp'n = ( Xpa, Pvt + Kpapp = Xpppa ™ Xpp, ﬂﬂ)/z Xpzpz = (Xpa P Xpa p8 ~ Xpp.pa + Xpﬁ~p’ﬁ)/4
32: for j =x,y
. . ., tm o tmy tmy
33: Kpnp/j == Papp’J + Xpﬁ pjr Xpnr'j - = (Xporppj B Xpﬂpp J)/2
. . tmp tmp
34: Kpjpn *= Xpj, I/ot + XP/ v Xpir'z: (Xlzi,//a — Xpj, I’ﬁ)/2
35: for j, j/=x,y
t
36: Xpjipj = Xp‘;l;’j’

37:  return x
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2. Charge-charge contributions

The following procedures calculate the matrix elements in the manner described in Sec. I C.

a. Diagonal components

Procedure 2 Calculation of diagonal components of transition matrices.

1: function AMPLSCHARGEDIAG (H, |W,), EV, p, 0, Nieas)

2 Nyo,po :=0

3 form=1,..., Nyeas

4: Input | W) to C,, and measure the ancilla |gj) > Circuit in Fig. 3
5: if |¢)') == |0) then

6: E = QPE(|\T/), H), Find E among {E}'}, > For the register |\TJ) coming out of the circuit
7 N)Lpa,pa'f' =1

8 Npa,po* = 1/Nmeas

9 return Ny, o

b. Off-diagonal components

Procedure 3 Calculation of off-diagonal components of transition matrices.

1: function AMPLSCHARGEOFFDIAG (H, |Wy), EN, p, p', 0, 6", Nineas)
2. T, = AMPLSCHARGEAUX (M, |Wy), EY, p, p', 0, 0”, Nueas)
3: Tp,in,'pa := AMPLSCHARGEAUX (H, |Wy), EY, P/, p, 0/, 0, Nineas)
4:  for )
5: Nupopo 1= €T =T o)+~ T ) > See eq. (25)
6: return N, /o'

Procedure 4 Calculation of transition amplitudes for auxiliary states.
1: function AMPLSCHARGEAUX (#, |\IJ£’S), EN,p,p,0,0", Nucas)
2 TE, =0
po.p'o

3 form =1, ..., Nyeas

4 Input |Wy,) to Cpo. o and measure the ancillae |g2') and |¢7) o> Circuit in Fig. 4

5: if |43) ® l¢}) == [0) ® |1) then N

6: E := QPE(|V), H), Find E among {E}'}; > For the register | V) coming out of the circuit
7 T):;a,p’a’+ =1

8 else if |¢3) ® |q‘1':) ==|1) ® |1) then _

9: E := QPE(|V), H), Find E among {E'}, > For the register |V) coming out of the circuit
10: Tx;a,p’a/+ =1
11: ijp,a,* = 1/Nmeas

. +

12:  return Tm' ol
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3. Spin-spin contributions

The following procedures calculate the matrix elements in the manner described in Sec. I D.

a. Diagonal components

Procedure 5 Calculation of diagonal components of transition matrices.

1: function AMPLSSPINDIAG (M, | W), EY, p, j, Nucas)

20 Spipi =0

3 form=1,..., Nyeas

4 Input | W) to C,; and measure the ancilla |¢*) > Circuit in Fig. 5
5: if |g*) == |0) then

6: = QPE(|\YJ), H), Find E among {E}'}, > For the register |\TJ) coming out of the circuit
7 Sipipit =1

8 Spj,pﬁ‘< = 1/(4Nmeas)

9 return Spj,pj

b. Off-diagonal components

Procedure 6 Calculation of off-diagonal components of transition matrices.

1: function AMPLSSPINOFFDIAG (H, |Wys), E 0D Js j Nieas)

2: TPi/I’/// := AMPLSSPINAUX (H |\Ijg5) ’p p .] ] Nmeas)

3 Tﬂ/i]’ pj := AMPLSSPINAUX (H’ I\Ijgs)’ EN’ p » Ps ] ) .]a meas)

4. for A

5 Sipiay =€ T i i~ Dpipi) T eI, s ioi ~ Do) > See eq. (38)
6: returnS,;

Procedure 7 Calculation of transition amplitudes for auxiliary states.

1: function AMPLSSPINAUX (H, [Wy), EN, p, P, j. j' Nimeas)
2 T =0
p1.PJ

3 form=1,..., Nyeas

4 Input |W,) to Cp; v and measure the ancillae |q1 )y and |q0) > Circuit in Fig. 6

5: if Iql ) ® |go) == 10) ® |0) then _

6: QPE(|\IJ ), Find E among {E}'}; > For the register |V) coming out of the circuit

7 ;J =1

8 else if |q1 ) ® |q0) =|1) ® |0) then

9: = QPE(l\IJ), ), Find E among {E}'}; > For the register |\3) coming out of the circuit
10: T, ., +t=
11: T, x ij 11);(4N )

’ pir'J meas

12:  return ij o

4. Spin-charge contributions

The following procedures calculate the matrix elements in the manner described in Sec. II E.

Procedure 8 Calculation of off-diagonal components of transition matrices.

1: function AMPLSSPINCHARGEOFEDIAG (M, |Wu), EN, p, P', j. 67, Sy pjs Nyor po’s Nieas)
2 T; o *= AMPLSSPINCHARGEAUX (M, |Wy,), EV, £, p, p', j, 0", Nineas)
3:  for A
—im i - N /o’ plo’
4 M pj o i=e MT;;] por T € /4T,Wpa fSAp/ pj — L \/{ > See eq. (43)
5:  return M o
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Procedure 9 Calculation of transition amplitudes for auxiliary states.

1: function AMPLSSPINCHARGEAUX (H, |Wy), EN, v, p, P/, j, 0, Nineas)
2 T =0
pipo
3 form=1,..., Nyeas
4 Input |Wy) to C}; ., and measure the ancillae lg2) and |gp)
5: if |45) ® l¢5) == 10) ® |0) then
6: E := QPE(|¥), H), Find E among {E}},
7 Tyt = 1
8 TV k= 1/Npeas
9 return 7’ ,
pj.po

> Circuit in Fig. 7

> For the register |‘Il) coming out of the circuit
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