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Competing density waves play an important role in the mystery of high-temperature cuprate superconductors.
In spite of the large amount of experimental evidence, the fundamental question of whether these modulations
represent charge or pairing density waves (CDWs or PDWs) is still debated. Here we present a method to answer
this question using both momentum and energy-resolved resonant x-ray-scattering maps. Starting from a minimal
model of density waves in superconductors, we identify distinctive signatures of incipient CDWs and PDWs.
The generality of our approach is confirmed by a self-consistent solution of an extended Hubbard model with
attractive interaction. By considering the available experimental data, we claim that the spatial modulations in
cuprates have a predominant PDW character. Our work paves the way for using x ray to identify competing and

intertwined orders in superconducting materials.

DOI: 10.1103/PhysRevResearch.2.032012

Introduction. Strongly correlated materials often exhibit
competing phases with distinct charge and spin orders. A
famous example is copper-oxide high-temperature supercon-
ductors, or cuprates, whose rich phase diagram poses many
theoretical challenges. Since the discovery of unidirectional
spin density waves in La,_,Sr,CuO4 (LSCO) [1], it has
become increasingly accepted that in cuprates superconduc-
tivity is intertwined with other orders [2-6]. In particular,
in 2002, scanning tunneling experiments found incommen-
surate density waves on the surface of BiySr,CaCu,Ogy,
(BSCCO) [7-10]. Ten years later, resonant x-ray-scattering
experiments detected a similar incommensurate order in the
bulk of YBa,Cu307_, (YBCO) [11]. The same order was later
found in a large number of cuprates, demonstrating that this
effect is ubiquitous [12-30].

In spite of the large number of experimental studies, the
physical interpretation of these periodic modulations is still
debated. A common approach, also based on earlier theo-
retical predictions [31,32], claims that these modulations are
due to a charge density wave (CDW) order that competes
with superconductivity. While this approach is widely ac-
cepted in the literature, it is inconsistent with some exper-
imental details. In particular, angle-resolved photoemission
spectroscopy (ARPES) shows that these density waves are as-
sociated with a spectral gap that closes from below the Fermi
energy [33], while CDWs’ gaps are expected to close from
above. Accordingly, it was argued that the competing order
is intimately related to superconductivity [34] and thus inter-
preted as a pair density wave (PDW) [35,36], or a CDW/PDW
mixed order [37-40]. This claim is also supported by recent
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scanning measurements in the halos of magnetic vortices [41]
and with superconducting tips [42,43] (see Ref. [44] for a
recent review).

Here we address the question of how to distinguish
between CDW and PDW modulations in available x-ray-
scattering experiments. Our approach departs from earlier
studies that focused on the normal state of cuprates [45,46]
and included the effects of strong antiferromagnetic fluctua-
tions [47] and Fermi arcs with hot spots [37-39,39,40,48,49].
Instead, we base our analysis on the well-established de-
scription of the superconducting state of cuprates in terms
of a Bardeen-Cooper-Schrieffer (BCS) Hamiltonian with a
d-wave gap. In this phase, superconductivity suppresses com-
peting orders, justifying a weak-coupling approach where the
density waves are induced by weak pinning centers [50,51].
By considering a minimal model of isotropic scatterers, we
develop a method to distinguish between incipient CDW
and PDW fluctuations, which become long-ranged at high
magnetic fields. The validity of this approach is confirmed
by the solution of an extended Hubbard model with attractive
interactions in the presence of local impurities, which enables
us to study the interplay between CDWs and PDWs.

Weak-coupling approach. Resonant x-ray-scattering exper-
iments probe density fluctuations at a fixed wave vector q
and frequency 2. In our weak-coupling approach we assume
that incipient CDWs and PDWs can be modeled by a homo-
geneous state perturbed by a local pinning center (impurity).
Under this approximation, the intensity of the x-ray signal is
given by density response to the impurity, x(q, €2). In a BCS
superconductor, one has (see, e.g., Ref. [52])

x(q, Q) = /dw/ddk Tr[Go(k, )V Go(k + q, @ + Q)o?].
)

Here V models a static (time-independent) and local (g-
independent) impurity, o is a Pauli matrix, and Gy is the
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FIG. 1. Momentum dependence of the theoretical (Th.,- continuous lines) and experimental (Expt., crosses) elastic x-ray-scattering signal
in the (g, 0) direction. The theoretical curves of incipient CDWs (PDWs) are shown in blue (red) and represent Eq. (3) [Eq. (4)] with Q =
0, Ag/t =0.1 (Ap/t =0.3) and (a) ¢/t = —0.22 (=0.4), (b) ¢/t = —0.7 (=0.7), and (c) ¢'/t = —0.7 (—0.7). Each theoretical curve is
normalized by its maximal value. The experimental data is reproduced from (a) electron-doped NCCO, x = —0.14 [27]; (b) underdoped

Hg1201, x = 0.09 [19]; and (c¢) underdoped BSCCO, x = 0.12 [15].

Green’s function

Ay
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where Ay = %[cos(kx) — cos(k,)] is the pairing gap, &y is the
band structure of the material, and w the chemical potential
[53].

We now introduce a minimal model for CDW modulations,
by considering the scattering from a momentum-independent
charge impurity, Vi = Vpo®. In this case, the integral over w
in Eq. (1) delivers

—w+ ek — U

G,'(k, 0) = ( N
k

E? + ekékiq — AkAkiq — ExS2
B2, — (B 7]

(@ Q) =27V / Pk

E¢iq + exékiq — DkAiiq + Eii g2

Eiiq[EZ — (Exiq + 20?]

)

/& + Af. In the limit of Ax — 0, one has Ey, =

lex| and Eq. (3) recovers the Lindhard response function of
free fermions used in Ref. [45].

To describe x-ray-scattering experiments of cuprates, we
use a tight-binding model, & = —2t[cos(k,) + cos(k,)] —
4t" cos(ky) cos(ky), where ¢ and ¢ are nearest-neighbor (NN)
and next-nearest-neighbor (NNN) hopping coefficients. The
parameter ¢’ strongly affects the shape of the Fermi surface:
superconducting cuprates are close to half-filling and, for
t' = 0, their Fermi surface has a diamond shape. A negative
t' leads to a Fermi surface with parallel segments (nesting) at
the antinodal wave vectors k = (£ /a, 0) and (0, &7 /a). As
pointed out long ago [54], these parallel segments are prone
to induce finite wave-vector instabilities, such as CDWs and
PDWs. This approach matches the experimentally observed
doping dependence of the wave vector, see the Supplemental
Material [55].

Let us first consider the elastic component (2 = 0), by
comparing Eq. (3) with resonant x-ray-scattering experiments
of three different cuprates: electron-doped Nd,_,Ce,CuOg4
(NCCO) [27], underdoped BSCCO [15], and underdoped
HgBa,CuOy4, (Hgl1201) [19]. The corresponding plots are

where Ey =

shown as blue curves in Fig. 1, where we select u to match
the experimental doping x. The superconducting gap A( has
a minor influence on these plots and is set to physically
relevant values. The fitting parameter ¢’ is obtained by min-
imizing the difference between the theoretical curves and the
actual experiments [56]. The values of ¢'/¢ obtained by this
procedure are consistent with the Fermi surfaces determined
by ARPES [57,58]. For all three materials, we obtain an
excellent agreement between the theoretical curves and the
experiments: Eq. (3) describes well both the period of the
modulation and the width of the peak.

As mentioned above, an alternative explanation for the
observed signal is PDW fluctuations. Specifically, we consider
short-ranged PDWs that coexist with a static and uniform (d-
wave) pairing gap Ag. Our analysis does not apply to materials
where the PDWs are long ranged and give rise to a state,
analogous to the Fulde—Ferrell-Larkin—-Ovchinnikov (FFLO)
state [59,60], where the pairing gap is periodically modulated
in space (such as the striped superconductor La,_,Ba,CuQOy4
(LBCO) near 1/8 doping [61,62]). Following our weak-
coupling approach, we consider PDW fluctuations induced by
a local modulation of the pairing gap, Vx = Ako™ in Eq. (1),
where o* is a Pauli matrix. By performing the integral over w
in Eq. (1), we obtain

ek Aktq + Ek+q Ak (i 1 )
(Ek - EkJrq)2 - Q? Ek Ek+q -
(€]

x(q, Q) = 2n/d2k Ax

The resulting plots are shown as red curves in Fig. 1. We
find that the PDW signal shows pronounced peaks at approx-
imately the same wave vector as the CDW one. The precise
shape of the peaks depends on the details of the band structure
and cannot be used to identify the type of modulation. As
a result, one-dimensional scans of the x-ray scattering are
not sufficient to distinguish unequivocally between CDW and
PDW fluctuations.

Identifying CDW and PDW. We now present two distinct
methods to distinguish between these two types of modula-
tions, based respectively on the momentum and energy depen-
dence of the x-ray-scattering signal. The first method uses the

032012-2



MINIMAL MODEL OF CHARGE AND PAIRING DENSITY ...

PHYSICAL REVIEW RESEARCH 2, 032012(R) (2020)

(a) CDW (b) PDW
1 1
0.8 0.8
= 0.6 0.6
Qo
U 0.4 0.4
0.2 0.2
qx/2 ™ qx/2 ™

FIG. 2. Two dimensional maps of the elastic response x (q, 2 =
0) in the weak-coupling approach: (a) CDW, Eq. (3), (b) PDW,
Eq. (4). Numerical parameters: x = 0.14, ¢/t = —0.6, Aq/t = 0.2.

full two-dimensional map of x (q, 2 = 0). Two representative
theoretical maps are shown in Fig. 2. Although both maps
have pronounced peaks at the same wave vector (g ~ £0.25),
their two-dimensional structure is very different: The CDW
signal has four peaks at q = (£¢, =¢) and four saddle points
at q = (0, =¢) and (£gq, 0). In contrast, the PDW signal has
four strong peaks at q = (0, £¢) and (%4, 0) and four weaker
peaks at q = (£¢, =¢). We claim that the ratio between the
intensity of the signal at these two wave vectors can be
used to identify the type of modulation. For the parameters
used in Fig. 2, we find that R = x[q = (¢,0), 2 =0]/x(q =
(q,9), 2 =0) =~ 0.7 for CDW and R =~ 1.4 for PDW.

This result is very robust: Although the precise value of R
depends on the microscopic parameters of the model, we find
generically that R < 1 for CDWs and R > 1 for PDWs.

To understand this result, we recall that in our weak-
coupling model of CDW and PDW, the scatterers are local
and isotropic and, hence, their scattering matrices are mo-
mentum independent. In this minimal model, the intensity of
the response function only depends on the density of states,
i.e., on the shape of the Fermi surface and on the symmetry
of the pairing gap. As mentioned before, the Fermi surface
of cuprates has four pairs of parallel segments, leading to
a doping-dependent nesting wave vector gq. Interestingly, the
nesting at wave vector (g, g) is more effective than at wave
vector (q,0): In the former case one obtains an overlap
between all four pairs of segments of the Fermi surface, while
in the latter only two pairs are involved. This observation
explains why the CDW is more pronounced at wave vector
(g, q) than at (g, 0), i.e., R < 1 [63]. In the case of the PDW
signal, Eq. (4), each segment of the Fermi surface is weighted
by the corresponding value of Ag. This factor strongly favors
the wave vector (g, 0), which connects antinodes to antinodes,
with respect to (g, g), which connects antinodes to nodes.
Hence, for PDWs R > 1 in agreement with the numerical
result mentioned above.

The experimental data strongly supports the PDW sce-
nario: (i) Transverse and longitudinal one-dimensional scans
in the vicinity of (g, 0) show that the scattering amplitude
peaks in both directions [26]. This experimental finding is in
stark contradiction with the CDW case, where a saddle point is
expected, and agrees with the PDW case (see Fig. 2). (ii) The
peak at (g, g) is small [64] or absent [30,46], indicating that
R > 1, whereas for CDW this should be the dominant peak.
Both observations are consistent with the PDW scenario only.

(a) CDW

(b) PDW

-0.5 0 0.5
q2r a2

FIG. 3. Energy-momentum dependence of the inelastic response
x(q, 2) along the line (g, 0) in the weak-coupling approach for
(a) CDWs, Eq. (3), and (b) PDWs, Eq. (4). Same numerical values as
in Fig. 2. The black dashed lines in (a) are located at 2/t = +2A/t.

Energy dependence. Let us now turn to the energy de-
pendence of the response function x(q, €2). Figure 3 shows
our theoretical predictions for incipient CDWs, Eq. (3), and
PDWs, Eq. (4). The energy dependence of the two graphs
is very different: x(q, 2) is peaked at Q2 ~ 2A( for CDWs
and at 2 = 0 for PDWs. This discrepancy can be rationalized
by noting that charge impurities create particle-hole pairs
and, hence, need to overcome the energy gap A. In contrast,
local modulations of the pairing gap can create two holes
(or two particles) at the same energy, below (or above) the
gap. As a consequence, the response to CDWs is peaked at
2A, while the response to PDWs is peaked at zero energy.
Recent energy-resolved inelastic x-ray-scattering (RIXS) ex-
periments [11,25,26,28,46] show that the signal is peaked at
(or close to) zero energy and, again, favor the PDW scenario.
Furthermore, our theoretical model accounts for the experi-
mental observation of a dispersive peak that departs from the
zero-energy peak towards higher energies [25].

Hubbard model. The weak-coupling approach considered
above does not take into account the interactions between
quasiparticles, which can enhance the CDW and PDW fluc-
tuations and lead to a competition between them. To capture
these effects, we now consider a two-dimensional extended
Hubbard model with on-site repulsion U and NN attraction V.
This model shows several competing phases, such as the Mott
insulator and the d-wave superconductor, that are generic to
cuprates [65-70]. Under the usual mean-field approximation
nj =3, i(¢hCia)/2 ey =Yy 1 0(Cj—oCjtoa)/2, the
Hamiltonian reads

H:—IZCW Cjo—1
(

") (e, +He)

i.j)o (i.j).o
i I
+U ancjﬁcjﬂ +V Z(Aé,jcj,ﬁcﬂré,l +H.c.),
j,o é,j.o

&)

where (-, -) denotes NN, ({-, -)) denotes NNN, & connects NN
sites, and H.c. stands for Hermitian conjugate. For V < 0, the
self-consistent solution of Eq. (5) delivers a superconductor
with d-wave order parameter A ; = }T(A;C,j + Az — Ay —
Ay, j)-

To study the interplay between CDW and PDW we add a
local impurity, which generically leads to spatial modulations
of both the charge n; and the pairing gap A ;. We classify the
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FIG. 4. Two-dimensional maps of the density fluctuations ngq
in the Hubbard model with a local modulation of the interaction:
(a) on a single site; (b) on a single bond. For clarity, (b) has been
symmetrized by 90°. Numerical parameters: x = 0.16, t'/t = —0.6
andU/t =1.5,V/t = —0.5, §U/t =6§V/t =0.2.
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resulting density wave as CDW or PDW depending on which
modulation is dominant, by comparing the relative standard
deviations dn and 8 A [71]. For simplicity, we focus here on
two representative impurities (see the Supplemental Material
for additional examples): a single site with U — U + §U
and a single bond with V. — V 4 §V. In the former case, we
find that the density wave has mixed CDW/PDW character
(6A/én =~ 1), while in the latter case it has a predominant
PDW character (§A/én ~ 140).

To model the response to x-ray scattering, we now focus on
the Fourier transformed density ng, Fig. 4. As expected, we
find that interactions enhance density wave instabilities and
lead to narrower peaks, with longer range correlations. In our
calculations, the width of these peaks is limited by the system
size (L = 26 unit cells), suggesting that the Hubbard model
is consistent with long-ranged CDW/PDW modulations. By
comparing the two subplots, we observe that the on-site
impurity leads to peaks at both wave vectors (g, ¢) and (g, 0),
while the bond impurity leads to pronounced peaks in at the
wave vector (g, 0) only. This is consistent with our proposal
to compare the intensities of the two peaks to distinguish
between CDW and PDW modulations.

Summary and discussion. In this Rapid Communication we
described a method to distinguish between incipient CDW and
PDW fluctuations, based on the analysis of x-ray-scattering
experiments. When these spatial modulations coexist with
a homogeneous superconducting gap Ap, both oscillations
couple directly to any physical observable, such as the charge
density and the tunneling density of states. Hence, both CDWs
and PDWs can be detected using different experimental tech-
niques, including x-ray scattering, scanning tunneling spec-
troscopy (STS), and scanning Josephson probes. Here we
focused on x-ray scattering and showed that one-dimensional
cuts are not unequivocal, because they can be adequately fitted
by both types of modulations. In contrast, two-dimensional
maps of CDWs and PDWs are very different: the former are
peaked at wave vector (g, g), while the latter has stronger
peaks at (g, 0). These two types of density waves can be fur-
ther distinguished by energy-resolved RIXS measurements:
CDWs are peaked at 2 = 2A, while PDWs are peaked at
Q=0.

These results strongly rely on our simplifying assump-
tion of noninteracting quasiparticles, scattered by local and
isotropic pinning centers. In principle, other sources of in-
homogeneity, as well as strong electronic correlations, can
yield different results and enhance CDW and PDW signals
in other directions. To address this point, we considered
an attractive Hubbard model, which demonstrated that our
method to identify fluctuations with a dominant CDW or PDW
character remains valid in the presence of strong interactions.
In particular, we showed that local modulations of the pairing
mechanism (in our case, a nearest-neighbor attractive interac-
tion) give rise to density waves peaked at (g, 0) and with a
predominant PDW character.

Our theoretical model of PDW reproduces the main fea-
tures of recent x-ray-scattering experiments of superconduct-
ing NCCO, Hgl201, and BSCCO. Specifically, our theory
explains why (i) the x-ray-scattering signal is peaked at wave
vector (g, 0), rather than at (g, q), as expected for CDWs; (ii)
the RIXS signal is peaked at frequency 2 = 0 and is accom-
panied by weaker dispersive inelastic peaks. Our findings also
agree with earlier STS experiments of BSCCO [8-10], which
found that the incommensurate checkerboard order has a
dominant PDW character [72—-75]. Attributing the x-ray signal
to fluctuations of the pairing order parameter (PDW) explains
its temperature dependence: these fluctuations are strongest at
the critical temperature of superconducting order parameter,
T., in agreement with the experimental observations ([12,16]).
Finally, the proposed PDW scenario explains why the signal
detected in x-ray scattering of cuprates is orders of magnitude
smaller than the one observed in ordinary CDW materials
(6n K< 8A).

Our method can be further extended to include the effects
of magnetic fields by considering a Hubbard model with
complex hopping elements (Peierls substitution). In type-II
superconductors, external magnetic fields generate isolated
vortices in whose core the pairing gap is locally suppressed.
Hence, a magnetic vortex acts as a pinning site for a PDW
modulation, in analogy to the bond impurity considered in
this Rapid Communication. Numerical studies of the Hub-
bard model in the presence of magnetic fields have indeed
found that spatial modulations of the pairing gap develop
in the proximity of the vortex core [70,76,77]. This finding
is consistent with STS experiments demonstrating that the
periodic modulations are mostly pronounced in the vicinity
of the vortex core [7,41,78,79], as well as with evidence that
the density waves become long ranged at high magnetic fields
[2,3,6,22]. By locally suppressing superconductivity, large
densities of magnetic vortices can lead to a long-ranged PDW
order.
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