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Mott phase in a van der Waals transition-metal halide at single-layer limit
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Two-dimensional materials offer opportunities for unravelling unprecedented ordered states at the single-layer
limit. Among such ordered states, the Mott phase is rarely explored. Here we study the Mott phase in van der
Waals chromium (II) iodide (CrI2) films. High-quality CrI2 films with an atomically flat surface and macro
size are grown on graphitized 6H-SiC(0001) substrate by molecular beam epitaxy. By in situ low-temperature
scanning tunneling microscopy and spectroscopy, we reveal that the film has a band gap as large as ∼3.2 eV,
which is nearly thickness independent. Density functional plus dynamic mean-field theory calculations suggest
that CrI2 films may be a strong Mott insulator with a ferromagnetically ordered ground state. The Mott phase
is corroborated by the spectral band splitting and spectral weight transfer at charge dopants that is consistent
with the extended Hubbard model. Our study provides a platform for studying correlated electron states at the
single-layer limit.
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I. INTRODUCTION

In low-dimensional electronic systems, correlations among
electrons are enhanced due to the quantum confinement effect,
which favors the formation of long-range collective ordered
states [1,2] that are unprecedented according to the Mermin-
Wagner theorem [3]. Recent advances in the studies of single
layers of two-dimensional (2D) materials have shown success
in the discovery of magnetic order [4,5], charge density waves
[6,7], as well as superconductivity [8,9]. The long-range order
in the single-layer limit has delivered surprising quantum
behaviors that are distinct from their bulk counterpart, such
as magnetic-field-enhanced magnetism [5], enhanced charge
density wave order [7], and Ising superconductivity [8]. More-
over, the ordered states in 2D materials are readily accessible
for manipulations with external means [10–12] such as elec-
tric field, optical stimuli, etc., which opens a new paradigm
for their study and applications.

In Mott insulators, strong electron-electron Coulomb re-
pulsion overwhelms the kinetic hopping energy, which in-
duces gap opening in an otherwise metallic band [13,14]. The
Mott physics not only constitutes an intriguing metal-insulator
transition mechanism beyond conventional band theory but
also is relevant to exotic physics of high-temperature su-
perconductivity and colossal magnetoresistance. Particularly,
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the 2D Mott-Hubbard model is widely studied as the basis
for generating high-Tc superconductivity upon charge doping
[15]. While the parent state of cuprate superconductors is
a Mott insulator that is considered as 2D identity, there
still exists interlayer coupling that prohibits an unambiguous
attribution of the property from single layers [15]. In the
monolayer limit, the carrier doping of Mott insulators, a
crucial parameter for tuning the Coulomb energy, can be
controlled with external electrical gating that is devoid of
structural or chemical disorder. Moreover, in Mott systems
with Jahn-Teller distortion, the Hubbard bands can split under
the cooperative Coulomb repulsion [16]. The split Hubbard
bands are constrained with orbital selections for optical exci-
tation, which aids the development of strong excitons [17].

To these ends, the exploration of a monolayer Mott insu-
lator with Jahn-Teller effect is highly desirable for in-depth
controlled study of rich exotic correlated states and for build-
ing functional devices. Existing experimental single-layer
Mott systems involve the flat band in magic-angle bilayer
graphene [18], the surface reconstruction of Sn on Si(111)
or Ge(111) [19–23], and single-layer 1T-NbSe2 or 1T-TaSe2

[24–27]. Interesting Mott physics are revealed with carrier
doping via electric field [18] or substrate [20]. Meanwhile,
those pioneering Mott systems bear a certain complexity, such
as alternative explanations [28,29], other coexisting order
[24,27], or essentially quasi-2D stabilized by the substrate
[19–23]. In addition, nonlocal Coulomb interaction [30] is not
explicitly addressed in those systems.

CrI2, as a layered van der Waals crystal, has its Cr ion
centered around a Jahn-Teller distorted idiom octahedron.
The strong Coulomb energy in d orbitals of Cr makes it a
promising system for the realization of a single-layer Mott
insulator with degeneracy-lifted Hubbard bands. While this
crystal has been synthesized in bulk form, its thin-film layers
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FIG. 1. Crystal structure of CrI2 and its morphology. (a), (b) Top view (a) and side view (b) of the crystal structure of monolayer CrI2.
(c) Large-scale STM topographic image (Vs = 3.0 V, It = 6 pA) of CrI2 film. Line profile (inset) along the green line shows the monolayer
step height. (d) STM image (Vs = 0.6 V, It = 100 pA) showing atomic resolution of 1L CrI2. The top layer of iodine atoms form an isosceles
triangle lattice. (e) FFT image of (d). The yellow circles highlight the Bragg peaks of the iodine lattice. (f) STM image (Vs = −3 V, It = 10 pA)
of a mirror twin boundary on the third layer CrI2. The isosceles triangles marks the iodine atomic lattice directions of CrI2 at the two domains.

have never been achieved so far. Here, we report the growth
of CrI2 films with macro size down to the monolayer limit
and identify its Mott insulator phase with scanning tunneling
spectroscopy (STS) and theoretical calculations, which fea-
tures a thickness-independent large band gap, characteristic
Hubbard band splitting from nonlocal Coulomb repulsion,
and spectral weight transfer at charge dopants. We report an
orbital-dependent Hubbard band splitting on a single charge
defect.

II. METHODS

The CrI2 films were grown on a graphene-covered 6H-
SiC(0001) (nitrogen-doped, n-type, 0.03 �/cm resistivity)
substrate with molecular beam epitaxy. The detailed proce-
dure of graphene preparation has been depicted in Ref. [31].
High-purity Cr (99.999%) was thermally evaporated onto
the substrate from a homemade tantalum boat under iodine
molecular atmosphere of 2 × 10−6 Torr to form CrI2 films at
a growth rate of ∼0.2 L/min. The iodine molecules (99.99%)
were introduced directly through a fine leak valve with a
tube extending adjacent to the substrate face. The substrate
was maintained at about 250 ◦C during the film growth. The
scanning tunneling microscopy (STM) measurements [32]

were performed at 4.2 K if not specified exclusively. The STS
were performed with a lock-in bias modulation of 14.14 mV
(rms) at 829 Hz.

The density functional theory (DFT) calculations are
carried out using the projector-augmented-wave method
implemented in VASP [33,34] within the local density approx-
imation (LDA) and LDA + U functional [35,36]. Experimen-
tal crystal parameters are used to construct the freestanding
single-layer CrI2 with the vacuum space larger than 15 Å,
and a cutoff energy of 500 eV and 13 × 13 × 1 k meshes
are used in our DFT calculations. The DFT plus dynamical
mean-field theory (DFT + DMFT) calculations are performed
on the Cr 3d projected Wannier orbitals with the hybridization
expansion version of the continuous-time quantum Monte
Carlo (HYB-CTQMC) method as the impurity solver [37–39].
We use the analytical continuation method introduced by
Haule [40] to extract the self-energy �(ω) on the real axis
from the Matsubara self-energy �(iω).

III. GROWTH AND SPECTROSCOPY OF CrI2 FILMS

CrI2 is a polymorph of the celebrated ferromagnetic in-
sulator CrI3 [4]. It is a layered van der Waals crystal with
monoclinic structure belonging to the C2/m space group [41].
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FIG. 2. Tunneling spectra of CrI2 films. (a), (b) Tunneling spectroscopy of 1L CrI2 in linear (a) and logarithmic scale (b) of its conductance,
respectively. The red arrows in (b) indicate the band edges. (c) Tunneling spectra of multilayer CrI2 films from 2L to 6L in logarithmic scale of
their conductance. (d) Energy gap of the CrI2 with different film thicknesses measured from (b) and (c). Set point conditions: Vs = 2.0 V, It =
50 pA for 1L; Vs = 1.25 V, It = 10 pA for 2L and 3L; Vs = 1.4 V, It = 10 pA for 4L; Vs = 1.4 V, It = 5 pA for 5L; Vs = 1.55 V, It = 20 pA
for 6L.

Each layer consists of one chromium layer sandwiched by two
iodine layers. The top iodine layer forms an isosceles triangle
lattice with apex angle of 55° [Figs. 1(a) and 1(b)]. The
chromium atom is situated at the center of a distorted iodine
octahedron. Figure 1(c) shows a typical STM topographic
image of the as-grown thin film. The coverage of the film
is about one monolayer (1L), and the step edges on the film
are inherited from those of the substrate. There exist small
residual areas of 2-L film, from which the monolayer height is
measured as ∼ 6.9 Å [Fig. 1(c), inset]. Further growth shows
that the film adopts the layer-by-layer mode. Atomic resolu-
tion and associated fast Fourier transform [Fig. 1(e)] (FFT) of
the film [Fig. 1(d)] reveal an isosceles triangular lattice with
the in-plane lattice constants measured as a1 = 3.88 Å, a2 =
4.23 Å, and a3 = 4.18 Å. There are six additional satellite
peaks surrounding the center zone as well as each Bragg

peak, which stem from a 6 × 6 reconstruction between the
graphene/SiC(0001) interface and disappear in film surfaces
of higher layers. Since the isosceles triangle lattice is close to
a regular one, we have excluded the possibility of inaccuracies
in STM topographic acquisition via imaging a twin boundary
of the film, where the isosceles triangle lattices of the two do-
mains express strict mirror symmetry to each other [Fig. 1(f)].
The measured in-plane lattice constants and the monolayer
height unambiguously demonstrate the film is of CrI2 in-
stead of its polymorph CrI3, which has a regular triangular
lattice [4].

Next, we characterize the electronic properties of the films.
Tunneling spectra, which are proportional to the local density
of states, of the monolayer film display a large band gap
and two prominent peaks at −2.6 and 1.23 eV, respectively
[Fig. 2(a)]. The conductance intensity of the 1.23-eV peak
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FIG. 3. LDA and LDA + U calculations of monolayer CrI2. (a) LDA-calculated band structures of single-layer CrI2 in NM phase. (b) The
calculated magnetic configuration of CrI2. They are the top view of the NM phase, the side view the FM order, the side view of two collinear
AFM configurations, AFM1 and AFM2, and the top view of the frustrated AFM orders, AFM3 and AFM4. (c) Band structures of single-layer
CrI2 in FM state calculated by LDA. (d) Calculated energy difference �E (left axis) and band gap of FM phase (right axis) vs U by LDA + U
method, where �E is defined E − EAFM4, as demonstrated in the main text. (e) Band structure of CrI2 in FM phase calculated by LDA + U
method with U = 12 eV. In (c) and (e), the red (blue) bands denote the spin-up (spin-down) channel.

drops to zero density at higher energy, resulting in a narrow
peak width of 0.9 eV. This implies a large electron mass of
the band. Indeed, no standing wave patterns next to impurities
or step edges are observed around the associated energy.
From the logarithmic scale of the tunneling conductance
[Fig. 2(b)], the band edges can be clearly resolved, giving a
gap size of 3.2 eV. We have evaluated that the gap size is
invariant against different tip sample separation, excluding the
extrinsic influence of the tip-induced band bending effect on
the tunneling spectra. For thicker films from the 2nd to the
6th layers, the gap size stays the same [Figs. 2(c) and 2(d)],
demonstrating that the interlayer coupling is negligible. This
resembles the Mott gap in monolayer Bi2Sr2CaCu2O8+δ [42],
whose Mott gap size is similar to its bulk. But it is distinct
from many layered 2D semiconductors, whose band-gap size
increases with decreasing film thicknesses due to the quantum
confinement effect [43]. The measurements performed at 77 K

show no difference in spectral shape and lattice parameters for
the films compared to 4 K. The narrow peak width and the
associated high peak intensity imply electrons in the bands
may be subject to correlation effect.

IV. CALCULATED BANDS OF MONOLAYER CrI2

To understand the electronic structure of the films, we per-
form first-principles calculations for the freestanding single-
layer CrI2 based on LDA(+U ) and DFT + DMFT methods
[44,45]. The spin-orbit coupling effect is negligible for the
low-energy bands and thus has been excluded in all calcula-
tions. The nonmagnetic (NM) calculations without U show
that four 3d electrons of Cr occupy six nearly degenerated
t2g orbitals, giving a metal state of NM CrI2 [Fig. 3(a)].
This is obviously contradictory to the large gap observed
experimentally. Subsequently, we mainly focus on the mag-
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FIG. 4. DFT + DMFT Calculations of monolayer CrI2. (a) Density of states of the single-layer CrI2 in FM (left) and PM (right) phase
calculated by DFT + DMFT method with different U . (b) DFT + DMFT–calculated momentum-resolved spectra of single-layer CrI2 with
U = 4.0 eV in FM phase. (c) Projected density of states of CrI2 in FM phase calculated by DFT+DFMT method with U = 4 eV, where the
LHB(dz2 ), LHB(dx2−y2 ), and UHBs are marked, and the spin-up and spin-down states are colored with orange and gray, respectively. (d) DFT +
DMFT–calculated momentum-resolved spectral of single-layer CrI2 with U = 4.0 eV in PM phase. We fix J/U = 0.2 in all calculations.

netic calculations, because the stable magnetic state usually
accompanies the Cr-based compounds. Five magnetic struc-
tures [Fig. 3(b)] are considered in our calculations. When
U is not included, all the magnetic structures give a small
insulating gap (∼0.1 eV), and a frustrated antiferromagnetic
(AFM) configuration, named AFM4 in Fig. 3(b), is the most
stable. We plot the ferromagnetic (FM) band structures as an
example in Fig. 3(c) to illustrate the electron occupation in
the magnetic states. Namely, for each Cr2+ ion, three spin-up
t2g orbitals and one spin-up eg orbital are fully occupied,
leaving the other spin-up eg orbital totally unoccupied with a
well-separated gap of 0.1 eV due to the Jahn-Teller distortion.
All five spin-down orbitals are empty and much higher in
energy than the unoccupied spin-up eg orbital because of the
large Hund’s rule coupling in Cr2+.

Because the Coulomb repulsion U for the 3d electrons of
the Cr2+ is not treated enough, the LDA-calculated band gap
is too small to compare with the experiments. To overcome
this weakness, we carry out the LDA + U calculations and
study the evolution of the total energy of the magnetic states
and their band gaps with U . The ground state changes from
the AFM4 to the FM phase when U is larger than 5 eV
[Fig. 3(d)]. As the band gaps for all five magnetic phases are
nearly the same size, we plot only the results of the FM phase
in Fig. 3(d). Remarkably, a nominal U of 12 eV is needed to
open an experimentally comparable gap of 3.18 eV, whose
band structures are shown in Fig. 3(e), indicating that the

large band gap of CrI2 has a Mott origin. Similar calculations
on bulk CrI2 deliver identical results as the monolayer. This
demonstrates that the interlayer coupling is negligible, which
is consistent with the experiment. However, such U is abnor-
mally large for Cr compounds [46,47]. One possible reason is
that the effective U added to the correlated electrons in the
LDA + U method could be severely screened by the other
electrons [48,49].

To more reasonably describe the effective U , we per-
formed DFT + DMFT calculations on the single-layer CrI2.
We mainly focus on its FM state, which has shown to be
the ground state in the LDA + U (U > 5 eV) calculations. Its
band gap increases rapidly with U from 1 to 4 eV, as shown
in the left panel of Fig. 4(a). A gap of ∼3 eV is obtained
with U = 4 eV, which is a typical value for Cr compounds,
demonstrating that the correlation effect in CrI2 is reasonably
captured. The corresponding momentum-resolved spectral
[Fig. 4(b)] and projected density of states [Fig. 4(c)] show that
the highest valence bands (HVBs) and the lowest conduction
bands (LCBs) are both contributed by the spin-up 3d orbitals
of Cr2+ ions with dz2 and dx2−y2 characters, namely, the lower
Hubbard bands (LHBs). Thereafter, the HVBs and the LCBs
are denoted as LHB(dz2 ) and LHB(dx2−y2 ), respectively. The
upper Hubbard bands (UHBs) are much higher in energy
and are beyond the spectroscopic range of our measurement.
Since dz2 is more localized compared to dx2−y2 , its effec-
tive Coulomb energy is larger. This renders that the energy
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FIG. 5. Morphology and tunneling spectra of defects. (a) STM image (Vs = 1.75 V, It = 100 pA) of a defect on the second layer of CrI2.
(b) Tunneling spectra measured at different distances relative to the defect, where the spectroscopic locations are indicated in (a). The spectra
are offset vertically for clarity. Spectra set points: Vs = 3.0 V, It = 50 pA. (c) The spectral curves of (b) have been aligned to the right peak of
LCB, corresponding to the LHB(dx2−y2 ). The dashed lines mark the energy splitting for the different Hubbard bands. (d) Schematics showing
the energy of Hubbard bands near the Fermi level from dz2 (green lines) and dx2−y2 (blue lines) orbitals, respectively. At the p-type defect site,
nearest-neighbor Coulomb interaction (V ) induces satellite peaks with splitting energy V below the Hubbard bands. The splitting energy for
different orbitals are inequivalent. (e) Schematics showing the spectral weight transfer from the UHBs to the LHB (dz2 ). Note that the spectral
weight of LHB(dx2−y2 ) is reserved due to its unoccupied energy. The dotted (solid) curves represent the bands before (after) spectral weight
transfer. The shaded orange (gray) color represents spin-up (spin-down) states. (f) Representative spectrum of the defect center, where the
spectral weight of the LCBs and HVBs is obtained by fitting with several Gaussian peaks. (g) Relative spectral weight of HVBs for the spectra
of (b) versus their spectroscopic locations to the defect center.

splitting between LHBs and UHBs, which is related to the
on-site Coulomb energy, is larger for dz2 than that of the dx2−y2

orbital. The distinct orbital characters of the CrI2 bands are a
result of the cooperative Coulomb repulsion and Jahn-Teller
distortion of the I− octahedra, which is analogous to the
perovskites KCrF3 [50] and LaMnO3 [51].

Finally, we also calculated the electronic structure of the
paramagnetic (PM) phase for single-layer CrI2 by the DFT +
DMFT method. The calculated density of states [Fig. 4(a),
right] and the momentum-resolved spectra [Fig. 4(d)] both
show an insulating gap of ∼3 eV with U = 4 eV. These
demonstrate that a large gap already exists at 300 K, ruling
out the possibility of Slater transition. For a Slater insulator,
the insulating gap exists only in the magnetic phase, while
their PM phase is metallic [52].

V. EXPERIMENTAL EVIDENCE OF MOTT PHASE

The CrI2 films have intrinsic defects that are particularly
abundant on the monolayer and sparse on higher layers. To
avoid influence from adjacent defects, we take the spectra
of a single defect on the second-layer film [Fig. 5(a)]. Line
spectra [Figs. 5(b) and 5(c)] show a rigid band shift towards
higher energies when approaching the defect. This indicates
that the defect acts as hole dopant. Intriguingly, there appear
two sets of peaks for LHB(dz2 ) and LHB(dx2−y2 ) at the defect
center, whose intensities are strongly localized within ∼2
atomic lattices. The band gap at the defect site becomes
smaller by ∼0.37 eV. This behavior is reminiscent of the
spectroscopic features for charge dopants in Mott insula-
tors [53]. In low dimensions, reduced screening emphasizes

023264-6



MOTT PHASE IN A VAN DER WAALS TRANSITION- … PHYSICAL REVIEW RESEARCH 2, 023264 (2020)

FIG. 6. Tunneling spectra of Na cluster and Zn cluster on monolayer CrI2 films. (a) Three representative dI/dV spectra (top) and I-V curves
(bottom) taken at the different locations around the Na cluster, as indicated in the inset of the pseudo-three-dimensional image (Vb = −3.0 V,
I = 10 pA) by colored dots. The set point of the spectra is Vb = −3.0 V and I = 30 pA. The red arrows mark the gap edges measured on the
Na cluster. (b) Same as (a), except for a Zn cluster. Inset image conditions: Vb = 3.0 V, I = 5 pA. Spectra set point: Vb = 3.0 V, I = 50 pA.

the importance of nonlocal Coulomb interaction. This calls
for the extended Hubbard model in which both the on-site
Coulomb interaction U and the nearest-neighbor Coulomb
repulsion V should be considered. In such cases, charge
dopants invoke charged excitons accessible to electron tun-
neling spectroscopy [54], which induces satellite peaks below
the Hubbard bands with splitting energy V [55]. Moreover,
since the Hubbard bands arise from multiorbitals in CrI2 film,
corresponding V for the different orbitals are inequivalent
[Fig. 5(d)]. From the spectral splitting in Fig. 5(c), values of V
are determined as 0.46 and 0.26 eV for dz2 and dx2−y2 orbitals,
respectively. Our study provides a probe for extracting the
value of V for each orbital directly from a single charge
defect.

The charge defect can also induce spectral weight transfer
from the Hubbard bands in Mott insulators [55], an effect
which is more prominent with nonlocal Coulomb energy in-
volved [56]. In the current system, spectral weight is expected
to transfer from UHBs to LHB (dz2 ) at around the charge
center [Fig. 5(e)]. Because the LHB (dx2−y2 ) are unoccupied,
spectral weight transfer to this state does not benefit the total
energy. To examine this conjecture, we simply need to eval-

uate whether the spectral weight of the LHB (dz2 ) increases
with the charge defects. For that, we first obtain the spectral
weight of the LCBs and HVBs, i.e., the LHB (dx2−y2 ) and
LHB (dz2 ), respectively, by fitting them with several Gaussian
peaks, as is exemplified in Fig. 5(f). Then, each spectroscopic
curve in Fig. 5(b) is normalized according the spectral weight
of the LCBs. The spectral weight of the HVBs for all the
curves (wi ) is compared to that of the bare CrI2 (w0). As is
shown in Fig. 5(g), the relative spectral weight of the HVBs
for all the curves (wi − w0)/w0 indeed increases around the
defect. The spatial distribution of the spectral weight gain is
only confined to ∼ 4 lattices. This observation conforms to
the theoretical attribution of CrI2 to the Mott insulator.

The Mott phase in CrI2 is further examined by doping
electrons, where Mott-gap reduction is expected due to locally
decreased Coulomb repulsion by the charge dopants. Na and
Zn atoms, which lack unfilled d electrons and merely act
as charge dopants, are deposited onto the CrI2 surface at
∼30 K, forming clusters. The gap size on clusters of both
species becomes significantly smaller and recovers right after
leaving the clusters (Fig. 6). Moreover, the gap size decreases
with increasing cluster size. This excludes the possibility of
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a Coulomb blockade gap, whose gap size would show the
opposite trend with cluster size.

VI. CONCLUSION

In summary, CrI2 films down to the single-layer limit are
prepared in a layer-by-layer growth mode. The films have
a large band gap of ∼3.2 eV that is nearly independent of
the film thickness. LDA + U and DFT + DMFT calculations
suggest that the large band gap originates from a Mott phase
with out-of-plane ferromagnetization. The correlated state in
CrI2 films reveals nonlocal Coulomb repulsions explicitly
from the spectra splitting of the Hubbard bands and spectral
weight transfer on single charged defects. The CrI2 films
envision in-depth further studies, including characterizing
their magnetic properties, tuning their properties with external
parameters such as electric gating, as well as developing

functional devices. Moreover, the orbital character of the
Hubbard bands implies constrained selection rules for optical
absorption, which provides a candidate system for exploring
intriguing physics such as dark excitons and possible half
excitonic insulators [17].
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