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Spin-orbit driven electrical manipulation of the zero-field splitting in high-spin centers in solids
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In recent years, spin-orbit coupling has attracted significant attention due to its promising applications in
spintronic devices. In solid-state spin qubits, the spin-orbit coupling allows for the lifting of spin degeneracy
in the absence of an external magnetic field. Such spin-orbit driven zero-field splitting can be directly tuned by
external electric fields. Here we present a reliable theoretical framework to address this phenomenon in extended
periodic systems. We unravel the microscopic origin of the zero-field splitting in light-element semiconductors
and propose its implications for coherent electrical control. The reported theoretical results open up promising
possibilities for a rational design and tuning of high-spin centers suitable for quantum information processing.
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I. INTRODUCTION

Defects in the solid state are attracting tremendous at-
tention as promising tools for scalable quantum computing
[1]. As a part of a multiqubit quantum computer, the defects
must be both coherent and easy to control. A promising
strategy to achieve this is by coupling their electron spin
to external electric fields via inducing Stark shifts of, for
example, their g factors or electron-nuclear hyperfine cou-
plings [2–7]. Thereby, the desired qubits can be selectively
brought into resonance with the global microwave field and
subjected to quantum operations [8]. The technological ben-
efit of such a protocol is that oscillating electric fields are
easy to generate and apply with precise spatial selectivity via
nanoscale electrodes.

For high-spin (S � 1) qubits, an attractive target for the
Stark-shift control is the energy splitting between the |mS〉
spin states of high-spin qubits due to magnetic anisotropy
in the absence of an external magnetic field [cf. Fig. 1(a)]
[9,10]. The electrical tuning of this zero-field splitting (ZFS)
has been demonstrated experimentally [11–15], but the phys-
ical origin of the E-field dependence remains debatable. A
qualitative explanation can be found in perturbation theory.
In first order, the ZFS stems from the spatial anisotropy of the
magnetization density [so-called spin-spin (SS) contribution].
At the same time, second-order perturbation theory provides
the dependence of ZFS on the spin-orbit (SO) coupling. An
external electric field distorts the spin density of the qubit
and thereby alters its angular momentum. Thus, it can affect
both the SS and SO part of the ZFS. The SO-driven ZFS
can directly experience the E-field dependence via an external
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contribution to the SO coupling Hamiltonian

ĤSO(E) = α2

4
σ̂ · [∇V (r) − E] × p̂. (1)

Similar to the well-known Rashba effect [16,17], this allows
manipulating the spin without the aid of a magnetic field.

While the SS ZFS of spin qubits has recently become
tractable with density functional theory (DFT) [18–22], the-
oretical rationalization of the SO-driven contribution has been
so far limited to finite-size molecular systems [23–26]. The
aim of this work is thus to present an efficient and accurate
method to address the missing SO part for high-spin states
in extended periodic systems and explore its implication for
electrical control.

II. METHOD AND VALIDATION

In order to model a solid-state qubits, we use the conven-
tional supercell approach in combination with the computa-
tionally efficient pseudopotential approximation. When com-
plemented by the projector augmented wave (PAW) method
[27], this strategy allows all-electron accuracy not only for to-
tal energies and forces, but also for the calculation of magnetic
coupling parameters, including the SS ZFS [19]. Since many
of today’s candidates for quantum technological applications
exhibit relatively small ZFS in the range of some MHz, we
develop and implement a perturbative treatment of its SO
part within a PAW framework. We validate our approach
for the case of large SO ZFS when it can be addressed
directly via fully relativistic total energy differences. Finally,
by considering a family of high-spin impurity-vacancy de-
fects in diamond, we rationalize the origin of the SO-driven
magnetic anisotropy in light-element materials and explore its
amenability to electrical control.

In order to address the relation between magnetic
anisotropy and ZFS, we can include HSO directly into the
Kohn-Sham equations, perform relativistic self-consistent cal-
culations, and, thereby, evaluate the total energy of the system
as a function of the spin quantization direction, E tot (�nσ ).
In a uniaxial case, the magnetic anisotropy energy is then
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FIG. 1. Validation of the perturbative PAW-based implementation of SO ZFS for a set of diatomic radicals. (a) Energy level diagrams of
high-spin systems illustrating the connection between spin reorientation barrier, �ESO, and the zero-magnetic field splitting of its |mS〉 spin
sublevels (DSS omitted). (b) �ESO values calculated fully relativistically according to Eq. (2) (red line) and via the perturbative approach (blue
circles). (c) Comparison of the DSO values obtained with the PAW approach (this work) and an all-electron (AE) method (ORCA software [40],
PBE functional, and def2-TZVP basis set [41]).

defined as a difference between E tot (�nσ ) obtained with �nσ

perpendicular and parallel to the anisotropy direction:

ESO = E tot (||) − E tot (⊥). (2)

In magnetic resonance spectroscopy, the resulting ZFS
within the |mS〉 multiplet is conventionally characterized by
the so-called D value [cf. energy level diagrams in Fig. 1(a)].
It is related to the magnetic anisotropy energy via a specific
total-spin (S)-dependent prefactor [10]:

DSO = �ESO/S2 for integer S,

DSO = �ESO/(S2 − 1/4) for-half integer S. (3)

This direct, total-energy difference approach was applied to a
benchmarking set of high-spin (S = 1, 3/2 and 5/2) diatomic
radicals with uniaxial magnetic anisotropy [see Fig. 1(b)].
Thereby, we profit from our previous implementation [28]
in the QUANTUM ESPRESSO software [29,30], which allows
for accurate relativistic total energy calculations based on
standard (scalar relativistic) pseudopotentials even for sys-
tems with giant SO coupling [28]. The PBE functional [31]
was adopted to describe exchange-correlation energy. We
used norm-conserving pseudopotentials [32] with two PAW
projectors per angular momentum channel together with a
plane-wave (PW) basis set with a kinetic energy cutoff up to
100 Ry. In order to impose periodic boundary conditions, the
molecules were immersed into a cubic box of 153 Å3.

The presented strategy exhibits brilliant numerical sta-
bility for finite-size molecules with relatively large �ESO

(compared to the total energy). On the other hand, we do
not expect it to be generally applicable to solid-state defects
with small magnetic anisotropy embedded in large supercells.
Direct calculation of �ESO via total energy differences in
the 10−8 eV regime and below might require prohibitively
accurate convergence. For this reason, we develop a more ver-
satile alternative, i.e., a perturbative approach. It accomplishes
our previous work on spin-spin ZFS [19] and, thus, has been

equally implemented in the GIPAW-tree of the QUANTUM

ESPRESSO package [29]. We follow the basic ideas presented
in Refs. [33–35] for finite systems and make them applicable
for periodic systems while using the PAW pseudopotential
framework. On this level, the SO coupling Hamiltonian reads
[28,36]

ˆ̄HSO = α2

4

⎡
⎣σ̂ · ∇Vps(r) × p̂ +

∑
R, i, j

|pR,i〉σ̂ · fR,i j〈pR, j |
⎤
⎦.

(4)

Vps(r) is the local part of the pseudopotential, and |pR,i〉
are the PAW projector functions being nonzero only within
the augmentation spheres around each atom R. The matrix el-
ements fR,i j depend on the spherically symmetric all-electron
and pseudopotentials, Vae(r) and V̄ps(r), both defined for each
augmentation region [37]:

fR,i j = 〈φR,i| L̂
r

∂Vae(r)

∂r
|φR, j〉 − 〈φ̄R,i| L̂

r

∂V̄ps(r)

∂r
|φ̄R, j〉 (5)

where |φR,i〉 and |φ̄R,i〉 are all-electron and pseudopartial
waves for atom R and quantum numbers li and mi.

As already evaluated in Ref. [36] for the orbital magneti-
zation, we redefine the SO coupling for collinear spin polar-
ization, i.e., by substituting the spin operator σ̂ in Eq. (4) with
σ̂a = (1 0

0 −1) · ea (with a = x, y, z). Then the SO coupling in

direction a ( ˆ̄HSO
a ) and b ( ˆ̄HSO

b ) contributes to the total energy
of the system in second-order perturbation theory as

ESO
ab =

∑
o,s,s′

Re
〈
�̄s

o

∣∣ ˆ̄HSO
a Gs′

(εo) ˆ̄HSO
b

∣∣�̄s
o

〉
. (6)

Here the sum runs over the spin channels s and s′ and the
occupied states o ∈ s. Thereby, |�̄s

o〉 are the corresponding
unperturbed Kohn-Sham wave functions (obtained without
SO coupling), and Gs′

(ε) is the Green’s function of the empty
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TABLE I. Spin-orbit and spin-spin [19,20] contributions to the
ZFS (in cm−1) of the NV− center and a set of split-vacancy defects
in diamond (compared to available experimental data).

Defect DSO DSS DSO+SS Experiment

NV− 0.0002 0.0908 0.0910 0.096a

SiV0 0.016 0.019 0.035 0.031b

GeV0 0.049 0.021 0.070 0.075c

SnV0 0.359 0.021 0.380
PbV0 4.832 0.022 4.854

aRef. [42].
bRef. [46].
cRef. [47].

states e ∈ s′. In the current implementation, explicit summa-
tion over empty states is avoided by calculating Gs′

(ε) accord-
ing to the procedure described in Appendix A of Ref. [38]
(i.e., by projecting the empty states onto the valence bands).
By this, the approach becomes faster, numerically more
stable, and almost unaffected by the underestimates band gap
problem typically observed if using semilocal XC functionals.

The perturbative approach can be easily applied beyond
the uniaxial case and for arbitrary orientation of the magnetic
anisotropy direction within the cartesian frame. Indeed, the
anisotropy energy is then defined by the principal values of
the 3 × 3 matrix built according to Eq. (6): �ESO = ESO

zz −
1
2 (ESO

xx + ESO
yy ). As a consequence, the matrix elements ESO

ab
correspond directly to the elements of the SO part of con-
ventional ZFS tensor, DSO [39]. The resulting values for the
molecular benchmarking set are plotted in Fig. 1(b) alongside
the fully relativistic ones. Perfect agreement between the two
approaches within a very broad range of the �ESO values
covered by the benchmarking tests vividly demonstrates the
validity of our perturbative treatment.

The finite size of the test systems also allows for direct
comparison with an all-electron version of the perturbative
approach [35] as available by the ORCA software package
[40]. As illustrated in Fig. 1(c), our results reproduce the all-
electron DSO values nearly perfectly. Thereby, we demonstrate
robustness of the adopted PAW pseudopotential formalism
even for light elements. This allows us to further apply our
perturbative treatment for high-spin solid-state defects.

III. APPLICATION TO SOLID-STATE SPIN QUBITS

We chose diamond as a host material because it remains
one of the most promising platforms for defect-based quantum
technologies. Modeling was done in periodically repeated
cubic supercells (512 atoms) using a shifted 2 × 2 × 2 k-
point sampling. First, we confirm that the well-known and
widely used negatively charged nitrogen vacancy center, NV−

[42], exhibits a small, almost negligible DSO value (about
10−4 cm−1, i.e., DSO/h of 5 MHz) in comparison to the
spin-spin part of 0.091 cm−1 (see Table I). In order to address
E-field dependence of the ZFS, we subsequently incorporate
the NV− center into the (111) and (110) diamond slabs
exposed to an electric field, represented by an extra sawtooth
potential in the self-consistent cycle [43]. When the field is
applied along the NV− defect axis, it acts on the zz-principal

FIG. 2. Stark shifts of the principal values of the SS (red) and
total (SS + SO, blue) ZFS tensor of NV− in diamond. The results
are shown for hydrogen-terminated 2D-periodic slab geometries with
the E field parallel (a) and perpendicular (b) to the Dzz principal di-
rection. Experimental Stark coefficients [13] are shown with dashed
lines and gray areas (experimental uncertainty interval).

components of the DSS and DSO tensors, i.e., directly on the
D value. An E field perpendicular to the defect’s symmetry
axis affects, instead, the difference of the xx and yy principal
components [13], thereby introducing in-plane anisotropy of
the ZFS tensor (see Fig. 2).

As expected from the minor SO contribution to the total
ZFS of the NV− center (cf. Table I), the resulting Stark
shift is predominantly caused by the spin-spin contribution
reflecting the E-field-induced distortion of the magnetization
density. For E ⊥ Dzz, the influence of the SO part is even
negligible [Fig. 2(b)], and the calculated Stark coefficient
1.221 GHz Å/V agrees reasonably with the value of 1.70 ±
0.25 GHz Å/V estimated in Ref. [13] from an analysis of
measured Hahn-echo decay curves. However, for the field
applied along the defect’s symmetry axis [Fig. 2(a)], the DSO

part tangibly drives the predicted Stark coefficient, 0.034 GHz
Å/V, into the experimentally observed confidence interval of
0.035 ± 0.002 GHz Å/V [13].

As a next step, we aim to systematically explore these
effects for systems with larger SO couplings. Her we chose
a sequence of group-IV impurity-decorated neutral divacancy
centers (labeled XV0, where X denotes the Si, Ge, Sn, or Pb
impurity atom). The silicon- and germanium-vacancy centers
were already addressed experimentally and reported to feature
exceptional properties for optical initialization and readout
[44–47]. The tin- and lead-vacancy defects were not yet
observed in their neutral charge state but were successfully
implanted with their negative charge state as potential single-
photon sources [48,49].

The common D3d -symmetric structure of these S = 1
defects is schematically illustrated in Fig. 3(a). Their two
unpaired electrons are predominantly localized on the six
carbon dangling bonds and not on the impurity atom itself
[50]. Therefore, these defects exhibit almost identical mag-
netization density distribution and, consequently, similar DSS

values [Fig. 3(b)]. The SO-driven part, on the other hand,
varies enormously with the impurity atom [Fig. 3(c)]. As
follows from the analysis of the on-site PAW contributions [cf.
Eq. (4)], a significant SO coupling stems from the spherical
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FIG. 3. Neutral impurity-vacancy centers in diamond (S = 1, axial symmetry): magnetic anisotropy (expressed by the D value) projected
onto atomic sites. (a) The impurity atom X occupies a central position within a divacancy (dashed circles). (b) The magnetization density
(mainly localized in the C dangling bonds, see inset) gives rise to the spin-spin ZFS, DSS. (c) The impurity atom X and the C atoms of the
host lattice contribute, respectively, with DSO

X and DSO
C to the total DSO. (d) E-field-induced shifts of the SO-driven (red diamonds) and total

(SS + SO, blue spheres) D value of SnV0 calculated for a 2D-periodic slab geometry (640 atoms, bottom inset).

regions around the host carbon atoms (a term denoted as
DSO

C ). We correlate the enhanced carbon SO coupling with
the local deformation of the diamond lattice (change of the
C-C bond lengths [51,52]) induced by the impurity atoms.
But most importantly, the impurity atom itself introduces the
SO coupling (DSO

X ) that becomes more and more dominant
for heavier elements, i.e., with larger atomic SO coupling
constants. Because of this, the overall SO-driven ZFS can
become orders of magnitude larger than the spin-spin coun-
terpart (Table I) and, thus, allows a sizable Stark shift. In
Fig. 3(d) this is illustrated for SnV0. As expected for centers
with inversion symmetry, there is no linear Stark effect and
the induced shift in both DSS and DSO is thus quadratic. In
contrast to the NV− center, the SnV0 defect’s Stark coefficient
of 17.6 GHz (V/Å)−2 is caused almost entirely by the SO
contribution.

IV. CONCLUSIONS

In summary, the presented results enrich our understanding
of SO physics of solid-state qubits. In particular, the SO-
driven magnetic anisotropy is put forward as an essential
lever for realizing future quantum applications of high-spin

defects. We have provided a reliable second-order perturbative
method to address the SO zero-field splitting (ZFS), which has
not been previously accessible for extended periodic systems.
The highly efficient pseudopotential approach allows us to
describe systems with several hundreds or even thousands
of atoms and provides all-electron accuracy. We find that
both the spin-orbit and spin-spin parts of the ZFS respond
to an external electric field. Even in light-element semicon-
ductors, the Stark shift can be thus tuned in a broad range
(1) by introducing a heavy impurity with large atomic SO
coupling or (2) by a small impurity that induces the SO
interaction via strong local strain. This profound insight paves
the way for an electrically controlled tailoring of the magnetic
anisotropy of high-spin defects suitable for quantum sensors
and qubits.
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