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It is known that there is a universality behind pattern formation during phase separation induced by homo-

geneous quenching. However, this universality is broken when quenching is carried out in an inhomogeneous
manner. An example is directional quenching, where a columnar or lamellar pattern may be formed depending
on the speed of the quenching front. Despite the wide industrial and technological interest in pattern formation,
the mechanism behind the formation of these columnar patterns is not yet understood. Here we investigated the
dynamics of pattern formation induced by directional quenching using numerical simulations. We found that the
interface of the first layer that is formed fluctuates, and a columnar pattern is formed when this fluctuation grows.
In addition, we reveal that the effective confinement effect induced by the quenching front plays an important
role in determining the nature of the fluctuations at the interface.

DOI: 10.1103/PhysRevResearch.2.013382

I. INTRODUCTION

Phase separation may occur when a well-mixed binary sys-
tem such as a metal alloy or liquid mixture is homogeneously
quenched. As the system phase separates, a droplet pattern
or a bicontinuous pattern is formed [1-11]. Since patterns
are directly related to many physical properties, control over
pattern formation has been the focus of many studies [4]. But
there is a universality behind pattern formation during homo-
geneous phase separation (the so-called model B [12]); thus,
other quenching methods are required to control and diversify
the patterns which are formed. One such method is inducing
phase separation in templated quenching systems [13-20],
where phase separation is affected by the boundaries of a
volume due to wetting effects. Investigations which apply
asymmetric affinity to walls [13-16], Janus particles [17-19],
and templated colloids [20] have also been carried out. The
effect of confinement may also play an important role for
phase separation in porous media [21]. However, although
these methods enable a degree of control over pattern for-
mation, the effect of the actual walls or particles used may
have a non-negligible impact on physical properties. Alter-
native, indirect means to control phase separation would be
invaluable.

Some decades ago, Furukawa proposed an alternative
method for controlling pattern formation which do not affect
the properties of a material by themselves [22]. Region where
phase separation occurs, or the quenched region, spreads in
one direction, which is called a directional quenching method.
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The pattern formed depends on the migration speed of the
quenching front V [22-24]. When V is fast, a droplet pattern is
formed just like for homogeneous quenching. When V' is com-
parable to the speed at which phase separation takes place,
a lamellar pattern forms which is parallel to the quenching
front. Finally, when V is much slower, these layers can even be
aligned perpendicular to the quenching front. This final phase
is called a columnar pattern.

Recently, there have been numerous studies of directional
quenching [20,25-33]. In previous work, we reported forma-
tion of a large length-scale periodic pattern using a radial
quench [27]; we also showed that the width of the lamellae
can be controlled using V in a three-dimensional numerical
simulation with parameters which replicated realistic exper-
imental conditions [32]. Furthermore, we investigated the
effect of confinement on phase separation induced by radial
quenching [33]. Due to an inhomogeneous temperature field,
the flux of each component of the mixture is anisotropic; this
anisotropic flow can be suppressed by confinement, leading
to a topological transition from three-dimensional to two-
dimensional patterns. Directional quenching may also be seen
in experimental systems. For example, when a system with
particle inclusions is quenched, phase separation is seen to
occur near the particles first since they have a greater heat
conductivity, creating a temperature front [29,30].

Although directional quenching has been addressed in pre-
vious work, the transition from a lamellar pattern to a colum-
nar pattern, one of the most notable, fundamental transitions
seen in directional quenching is yet to be properly explained.
We stress that an understanding of columnar pattern formation
is vital to understanding directional quenching. In addition,
the coarsening processes of the lamellar and the columnar
pattern have been unclear yet. Here we investigate the dynam-
ics and mechanisms behind columnar pattern formation and
the coarsening process during directional quenching using a
two-dimensional numerical simulation.
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II. METHODS

The dynamics of phase separation under homogeneous
quenching is often studied using the Cahn-Hilliard-Cook
equation [1,4,34]. For directional quenching, we used a modi-
fied Cahn-Hilliard-Cook equation proposed in Ref. [35]. This
equation includes the concentration transport due to the tem-
perature gradient (Ludwig-Soret effect) [36]. Here we assume
that the shallow quenching, that is, the phase separation occurs
near the critical temperature. In such a case, the temperature
gradient terms can be considered negligible [32]. We normal-
ize the length and the time using the correlation length and a
characteristic time at an initial temperature, respectively; we
normalize the concentration ¢ using the concentration after
phase separation. The normalized equations are given as

d
8_(5) = Ve, o+ ¢* — V3¢l -V -3, 6]

where ¢, t, €, and g are normalized concentration, normal-
ized time, normalized temperature, and a random flux, re-
spectively. When € is constant, € should be 1 or —1 in the
normalized equation. We note that the sign of € changes by
the temperature in realistic phase separations. When € = 1,
the mixed state is stable; when € = —1, phase separation
occurs. Assuming local equilibrium, g obeys the fluctuation-
dissipation relation. For the dimensionless noise in these
equations, it is

@7, D87, 1)) = OF)8;;8(F — st —1'),  (2)

where i, j = x,y and ® corresponds to fluctuation strength.
The role of the thermal fluctuations will be discussed under
Discussion. Figure 1 shows the phase diagram for our system
with respect to ¢ and €. When |¢| < ¢sp(= 1/\/§), i.e., inside
the dashed line in Fig. 1, the system is unstable, i.e., thermal
fluctuations grow with time (spinodal decomposition). On the
other hand, when |¢| > ¢sp between the dashed line and the
solid line in Fig. 1, the system is metastable; phase separation
occurs via a nucleation and growth mechanism. Here we set
the initial state to be asymmetric in composition, with a mean
concentration ¢ = 0.1.

We prepared an initial concentration field by annealing the
whole system at € = 1 before a directional quench. In the
directional quench, €(x, t) varies over both time and space as
follows:

1 x>Vt

it = {—1 X<Vt

where V is the velocity of the quenching front and ¢ is time.
We set ©(7) = 0.001 for all 7. We used periodic boundary
conditions in the y plane and set a free surface in the x plane.
No surface field acts on the mixture, unlike the problem of
surface-directed spinodal decomposition [13-19]. Here we
start the directional quench from the left surface at a con-
stant velocity V at ¢+ = 0. The simulation grid size was x :
y =400 : 2000. We neglect hydrodynamics. We performed
this simulation seven times starting from the different initial
concentration field. The data and the error to be shown are the
mean and the standard deviation of the seven simulations.
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FIG. 1. Phase diagram with respect to ¢ and €. When € is
negative, phase separation occurs. When |¢| < ¢sp(= 1/+/3), the
system is unstable, and thermal fluctuations grow with time. When
|¢| > ¢psp, the system is metastable. We set the initial state such that
the mean concentration ¢ is 0.1. We quench the system using a front
moving in the direction given by the red arrow. € is switched from 1
to —1 when the front passes. Inset: System coordinates (x and y axes)
for the directional quench. The yellow region is the quenched region;
the dashed line corresponds to the quenching front which moves at a
constant velocity V.

III. RESULTS

A. Pattern diagram

First, we study the V dependence of the pattern formed dur-
ing phase separation with directional quenching. Figure 2(a)
shows how the phase separation pattern changes over time
when V = 100 and r = 50 [Fig. 2(al)] and 5000 [Fig. 2(a2)].
The whole system becomes quenched by ¢ < 4. We find that
a random droplet pattern is formed, just like for homogeneous
quenching. This is to be expected when the dynamics of the
phase separation is much slower than the migration of the
quenching front [see Fig. 2(al)]. The pattern formed changes
significantly when V' is small. Figure 2(b) shows how the pat-
tern changes over time when V = 0.07 att = 250 [Fig. 2(b1)]
and 10000 [Fig. 2(b2)]. Dashed lines show the locations of
the quenching front. At an early stage, the majority phase
appears as a layer near x = 0, since ¢ is asymmetric. Next,
the minority phase appears as a layer parallel to the first
majority phase. Finally, a lamellar pattern is formed parallel
to the quenching front. However, when V' < 0.07, a columnar
pattern, i.e., layers perpendicular to the quenching front is
formed instead of lamellae. Figure 2(c) shows the time evo-
lution of the phase separation pattern when V = 0.03 at r =
1000 [Fig. 2(c1)] and 15000 [Fig. 2(c2)]. Initially, a layer of
the majority phase forms near the starting line in the same
way. However, now the minority phase emerges perpendicular
to the first layer [see Fig. 2(c1)]. The columnar pattern then
continues to grow following the migration of the front [see
Fig. 2(c2)]. Figure 2(d) summarizes the patterns formed for
different V. The symbols correspond to the points simulated.
When V > 2, we find that a droplet pattern is formed. When
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FIG. 2. Pattern formation induced by directional quenching.
Each image is a small 400 x 400 section of the whole image.
(a) V=100, at + = 50 (al) and 5000 (a2). A random droplet
pattern is formed. (b) V = 0.07, at t = 250 (b1) and 10000 (b2). A
lamellar pattern is formed. (¢c) V = 0.03, at# = 1000 (c1) and 15 000
(c2). A columnar pattern is formed. Dashed lines in (b1) and (c1)
represent the quenching front. (d) Pattern diagram with respect to V.
Symbols correspond to the points simulated. The circle, square, and
cross correspond to columnar, lamellar, and random droplet patterns,
respectively. (e) The transition velocity V, as a function of ¢. V.
increases with increasing ¢.

0.07 <V < 2, a lamellar pattern is formed, and when V <
0.07, a columnar pattern is formed. These are qualitatively
consistent with previous findings [22]. Here we stress that
the mechanism by which this transition between lamellar and
columnar patterns occurs is not yet understood.

In addition, we also investigate the transition velocity V, as
a function of ¢ shown as in Fig. 2(e). We find that V, increases
with increasing ¢. This reason will be discussed later. We also
note that the first majority phase is not formed when ¢ is close
to 0 since both phases are almost symmetric. Then, it is found
that the lamellar pattern is not observed for ¢ < 0.05.

B. Instability of the interface

We study how a lamellar pattern is formed when V = 0.07
in more detail. This is close to the speed at which a columnar
pattern is seen instead [see Fig. 2(d)]. At the beginning, a
layer of the majority phase emerges and grows with a flat
interface. The interface fluctuates as shown in Fig. 3(a), a hor-
izontally stretched image at + = 200 (V = 0.07). To evaluate
the fluctuations quantitatively, we define o (x,7) as o (x,t) =
Jdy(@(x, v, 1) — ($(x, y,0),)2/L,, where ($(x, y, 1)), is the
mean concentration averaged over y at fixed x and 7, and L, is
the simulation box size in the y direction. We also compute
o (x,,t), where x,, is where o(x,t) becomes maximum at
fixed . Here we confirm that x,, corresponds to the position of
the interface of the layer at the front of the growth. Figure 3(b)
shows the time evolution of o (x,,, 7). We find that o (x,,, t)
suddenly increases at t = 100 as the interface begins to fluc-
tuate. Next, we see a minority layer appear parallel to the first
majority layer. o (x,,, t) shows a maximum at + = 200 when
this layer forms. Subsequently, o (x,,, t) decreases for ¢ > 200
as the fluctuations diminish to decrease the interfacial energy.
Note that when a minority layer appears next to the first
majority layer, o (x,,, t) shows a large peak (blue arrow); on
the other hand, when the next majority layer appears, o (x,,, t)
exhibits only a small peak (red arrow). The reason for this
will be discussed later, Next, we compute o (x,,, T), where 7
is when o (x,,, ) shows a local maximum. Figure 3(c) shows
o (x,, T) as a function of V. We find that o (x,,, 7) is larger
for smaller V, that is, the fluctuations become larger with
decreasing V. When V < 0.07, we find that the fluctuations
grow large enough such that the phase separation occurs per-
pendicular to the interface, parallel to the fluctuations, rather
than the fluctuation being suppressed [see Fig. 2(cl)]. The
pattern continues to grow in the x direction, and a columnar
pattern is formed.

In addition, we also investigate the relationship between
the time evolution of (¢(x,y,?)), and the position of the
quenching front. Figure 4 shows the minimum position of
(¢(x,y, 1))y (circle) and the position of the quenching front
(triangle) when V = 0.07. We also calculate A&, which is
the distance between the minimum position of (¢(x,y,?)),
and the position of the quenching front. A& is negative and
constant for r < 100, and rapidly increases when ¢ > 100,
This means that for when ¢ > 100, the interface of the first
layer is located inside the region where the quenching front
has passed and thus that the region near the interface is
undergoing spinodal decomposition [see Fig. 3(a)]. Here we
note that the time when A& increases is the same as when
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FIG. 3. (a) The concentration field when V = 0.07 at r = 200.
The image is stretched in the x direction for clarity; the region
shown is a 400 x 30 area. Solid lines represent contours for the
concentration field. The dashed line represents the quenching front.
The interface fluctuates. (b) o (x,,, t) as a function of time, where x,,
is the x coordinate at fixed r where the largest fluctuations are seen.
Red arrows signify the appearance of a minority layer; blue arrows
show when a majority layer emerges. (c) o (x,,, T) as a function of V,
where 7 is the time when o (x,,, t) is maximum. This suggests that the
fluctuations become larger with decreasing V. The errors are smaller
than the symbol size.

o (x,, t) increases in Fig. 3(b). The interface starts to fluctuate
when the interface is in the spinodal decomposition regime.
Thus, the instability of the interface is related to spinodal
decomposition.

We also consider the effect of flux. We may compute the
flux in the x and y directions, j and j,, using j; = V;[e¢ +
¢> — V2], where i = x, y. Figures 5(a) and 5(b) show j, and
Jyatx =x, and t = 7 when V = 0.5 and 0.07, respectively.
A moving average filter is applied to remove noise. We find
that (j,), at V = 0.07 is much smaller than that at V = 0.5.
Averaged over y and given as a function of V, we find that
(Jx)y decreases with decreasing V' as shown in Fig. 5(c). This
is mirrored by how A£ varies with V as shown in Fig. 5(d). We
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FIG. 4. Position of the quenching front (triangles) and the min-
imum of ¢ (circle) at V = 0.07. The minimum of ¢ is beyond the
quenching front forz < 100. Forz > 100, the quenching front passes
the ¢ minimum. This means that the layer growth cannot follow the
migration of the quenching front for# > 100. This is almost the same
time as when o (x,,, t) increases [see Fig. 3(b)]. The errors are smaller
than the symbol.

see that the close relationship between A& and (j.), derives
from the action of the quenching front on the flow field.

In the case of directional quenching, there is a large initial
flux in the direction in which the front is propagating, leading
to the formation of a layer. When (j,), is large, (¢(x, y, 1)),
rapidly decreases; when (j;), =0, (¢(x, y, 1)), is conserved.
Initially, in the presence of the flux, (¢(x,y,t)), steadily
decreases. While —¢sp < ¢ < ¢sp, the system may undergo
spinodal decomposition, and fluctuations may grow. Finally,
the concentration becomes lower than —¢sp, and the region
enters a nucleation and growth regime (see Fig. 1), allowing
for the nucleation of droplets. Importantly, whether droplets
will be nucleated or not depends on whether the fluctuations
have grown large enough by the time the nucleation and
growth regime sets in. Thus, the key parameter becomes fiy,
the time taken until the condition (¢(x, y, 1)), < —¢sp is met;
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FIG. 5. j, (blueline) and j (red line) as a function of y at x = x,,,

and ¢t = v when (a) V = 0.5 and (b) V = 0.07. A moving average is
taken. (c¢) V dependence of (j,) averaged over y. The flux in the x
direction decreases with decreasing V. (d) A&(7) as a function of V.
For larger V, A&(t) becomes large. The errors are smaller than the
symbol.
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FIG. 6. The steady width W of the lamellar as a function of V. W
increases with decreasing V. The errors are smaller than the symbol.

this is the key distinction between the formation of lamellar
and columnar patterns. For larger V, (j,), is large. Thus, £ is
too short for fluctuations to grow, as shown in Fig. 3(c). Mean-
while, for smaller V, (j), is suppressed and f#,, becomes
larger. Thus, when V < 0.07, we see that fluctuations due
to spinodal decomposition are able to grow large enough to
nucleate droplets of the minority phase, allowing a columnar
pattern to form.

C. Coarsening of the patterns

Then we investigate the coarsening of the lamellar pattern.
We find that the lamellar pattern is stable and stationary with
time in this simulation. It is natural that the interface of the
lamellar is flat and the coarsening is induced by the curvature
of the interface. Figure 6 shows the steady width W of the
lamellar as a function of V. When the growth of the first
majority layer cannot follow the migration of the quenching
front, the minority layer appears. Thus W should be smaller
with larger V shown as in Fig. 6.

We also investigate the coarsening of the columnar pattern.
First, we compute the most unstable wavelength A at the
interface of the first layer. We calculate Fourier transform of
¢ at x = x,, at the onset time of the increase of o (x,,, t) and A
is determined from its peak. Figure 7 shows the V dependence
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FIG. 7. X as a function of V. A is almost constant for V < 0.1,
regardless of whether the formed pattern is columnar or lamellar.
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FIG. 8. Elongation process of the column at V = 0.03. Each
image is a small 400 x 400 section of the whole image; r = (a) 3000,
(b) 7500, (c) 13500, and (d) 21000. We put the number to the
columns shown as in (a). We investigate time evolutions of the five
typical lengths, &, &, &, L, and L, shown as in (d).

of L. We find that A is almost constant for V < 0.1, regardless
of whether the formed pattern is columnar or lamellar. Here
we note that X is not equal to the most unstable wavelength in
the homogeneous quenching system. It is found that analytical
prediction of A by a linear instability analysis is difficult in
the directional quenching system since ¢ is far from a steady
state when the interface become unstable. Although this is
an interesting theoretical work, it is beyond the scope of this
research.

Next, we investigate how the initial columns emerge. The
instability of the interface can be observed even in the lamellar
regime of V shown as in Fig. 3(a). Those fluctuations decay
with the migration of the quenching front. In the columnar
regime, the columns can elongate from some of large fluc-
tuated points, on the other hand, the other small fluctuations
decay with time as same as the lamella regime. In addition,
some of the columns quickly coalesce if the distance between
the nearest columns is small. Thus, it is found that the period
of the columns is not equal to A.

Finally, we show the elongation process of the column
at the later stage. Figure 8 show the elongation process of
the columns. Each image is a small 400 x 400 section of
the whole image. At ¢ = 3000, nine columns of the minority
phase are observed, shown as in Fig. 8(a). It is found that the
edges of the sixth and the seventh columns are coalesced. Dur-
ing the elongation process, the coalescence of the the sixth and
the seventh is proceeding and the majority column between
them moves shown as in Fig. 8(b). It is also found that the
fourth and the eighth of the minority column also moves to
right. Then we quantitatively investigate time evolutions of the
width of the active column &; and the distance of the active
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FIG. 9. Time evolutions of the five typical lengths,

&, &, &, L, and L,. & is constant and L; increases with
£3/ at the later stage. Meanwhile, &, and L, increases with ¢!/3 at the
later stage and &; is almost constant.

column L. It is found that & is constant with time shown
as in Fig. 9, and thus those active columns move to the right
without changing their shapes. We also find that L; increases
with £3/2 at the later stage and that this zipperlike motion is
faster than the usual coarsening. Unfortunately, the theoretical
explanation for the exponent 3/2 is unclear and it is a future
work. Meanwhile, the other minority columns remain at the
similar position [Figs. 8(c) and 8(d)]. We also investigate time
evolutions of the typical lengths, the edge size of the static
column &,, the width of the static column &3, and the distance
of the static column L,. Figure 9 shows the time evolutions of
&, &, and L,. It is found that & and L, increase with ¢!/3
at the later stage. This exponent is same as the coarsening
in the homogeneous quenching system. &3 is almost constant
since the interface is flat. Thus, the typical length scales of the
columnar pattern depends on the time and the space due to
the combination of the active and the static columns. Here it
is found that the edge size of the column plays an important
role for the elongation. If the edge is smaller than that of the
neighbor column, then the column moves to the quenching
front. On the other hand, the column with the large edge
stays at the same position and the edge becomes larger. We
confirm that those time evolutions are almost same if we
choose different columns.

IV. DISCUSSION

Here we discuss the reasons why the flux in x direction
is suppressed when V is small. At the front, we expect a
homogeneous state to preferred, i.e., the concentration is @.
The flux is also expected to be zero. In other words, the front
acts as a confining boundary for the flow field. With this
picture, we may estimate the |V¢|> term in the free energy
using a simple linear approximation, [(¢ — ¢,,)/A£]?, where
¢, 1s the minimum concentration at the position indicated by
A&. When AE is large, the only way to decrease the energy is
to have a lower ¢,,. This leads to a greater flux due to a larger
concentration gradient. Conversely, when A is small, the flux
is small. Since A£ is related with V shown as in Fig. 5(d),

the flux is suppressed when V' is small. This suppression due
to effective confinement is in agreement with our previous
work [33].

Then we also consider ¢ dependence of V, with the effec-
tive confinement. As we described above, |V¢|*> term in the
free energy positively depends on ¢. When ¢ is large, the
effective confinement effect is strong and then the flux in x
direction is suppressed. Thus V, increases with increasing ¢
shown as in Fig. 2(e). In addition, we note that since ¢ is
positive, the confinement effect is stronger when a minority
layer emerges than for a majority layer. This explains why
peaks in o (x,,, t) are large when a layer of the minority phase
appears; note the blue arrows in Fig. 3(b). On the other hand,
the peaks are small when a minority layer emerges; note the
red arrow in Fig. 3(b).

Finally, we discuss the roles of the thermal fluctuations.
In general, the thermal fluctuations have mainly two effects.
One is a trigger for the phase separation. If ¢ is completely
homogeneous, then the phase separation never occurs [see
Eq. (1)]. The other is for the coarsening process at the later
stage. The thermal fluctuations can impose the curvature to a
flat interface and the curvature drives the coarsening. In our
simulation, it is found that the columnar pattern cannot be
formed when we set ® = O after + = 0. Thus, the thermal
fluctuations are a trigger not only for the phase separation
but also for the spinodal decomposition at the interface of the
lamellar. Meanwhile, we found that the width of the lamellar
W is steady at the later stage. It means that the thermal
fluctuations do not affect the coarsening at the later stage.

V. SUMMARY

We investigated the mechanism behind the formation of
columnar patterns during directional quenching. We find that
the interface of the first layer composed of the majority
component fluctuates when the layer growth cannot follow the
movement of the quenching front. We confirm that the origin
of this fluctuation is instability in the system due to spinodal
decomposition. It is also found that the quenching front acts
as an effective boundary, and plays an important role for the
suppression of the flux. The flux in the x direction is strongly
suppressed when V is small, while it is less suppressed for
larger V. For small V, this suppression gives enough time
for fluctuations to grow. When V < 0.07, droplets of the
minority phase can nucleate at the interface, resulting in
a phase separation that creates a columnar phase. We also
investigate the coarsening of the patterns. The lamellar pattern
is steady since the interface is flat, while the columnar pattern
shows unique coarsening. It is found that the columns with
small edge actively move, on the other hand, the columns
with large edge stays at the same position. Our study not only
reveals the mechanism behind columnar pattern formation but
also shows that the quenching front has a confinement effect.
These results apply generally to phase separating mixtures and
proposes a well-characterized mechanism for nonequilibrium
phenomena in inhomogeneous systems.
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