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Accelerating the discovery of multilayer nanostructures with analytic differentiation
of the transfer matrix equations
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Multilayer nanostructures represent an important class of materials with tunable optical and thermal radiative
properties that can be leveraged for a wide range of energy applications. We present a theoretical framework for
optimizing the geometry of such structures that utilizes gradients of various objective functions that are enabled
through analytic differentiation of the transfer-matrix equations. We demonstrate the usefulness of this method
by applying it to the local optimization of many-degree-of-freedom structures for incandescent light sources, and
the global optimization of few-degree-of-freedom structures that serve as solar cell coatings and optical cavities
for enhancing the absorption of organic chromophores embedded in thin films.
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I. INTRODUCTION

Designing materials on the nanoscale can have a profound
impact on how optical energy flows through those materials,
which can in turn dramatically improve the performance
of nanostructured materials for energy-related applications
including solar and (solar) thermophotovoltaic energy con-
version [1–17], radiative cooling [18–23], incandescent light-
ing [24–27], among others. Multilayer planar nanomateri-
als, stacks of flat materials with nanoscale thickness, have
emerged as promising candidates for such applications be-
cause they present highly tunable optical and thermal emis-
sion properties and are relatively easy to fabricate. As seem-
ingly simple as such structures are, the spectral shaping
capabilities they offer have enabled passive cooling well be-
low ambient temperature [19–23], and incandescent lighting
with efficiencies meeting or exceeding LED bulbs [27]. Also
important is that the optical and thermal emission properties
of such structures can be efficiently simulated; for example,
several of the authors have developed an open-source package
called WPTherml [28] that is based on an efficient analytic
method for solving Maxwell’s equations for such structures
known as the transfer-matrix method (TMM) [29].

The efficient simulation of optical properties of multilayer
planar nanostructures, through TMM or related methods, has
been leveraged for a variety of different design approaches for
multilayer nanostructures including genetic algorithms [30],
multilevel single-linkage optimizations [4,31], and ab initio
inverse design [32] methods. Gradients, i.e., partial derivatives
of an objective function with respect to system variables,
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provide critical information about how to systematically
search system variables for local optima, and can greatly
enhance the efficiency of global optimization techniques that
rely on multiple local optimizations [4,33,34]. Here we pro-
vide a simple and efficient route to the generation of such gra-
dients through analytic differentiation of the transfer-matrix
equations that provides an efficient engine for generating
exact gradients for objective functions that derive from optical
and/or thermal radiation properties. This theoretical advance
therefore provides a powerful tool for accelerating the compu-
tational design and discovery of multilayer nanostructures for
a variety of applications.

Here we focus specifically on applications of multilayer
nanostructures whose performance derives from the op-
tical properties of reflectivity, transmissivity, absorptivity/
emissivity, and by extension, thermal radiation. In such cases,
one can vary the number of discrete layers that compose the
multilayer, the materials that compose each discrete layer, and
the thickness of each discrete layer to affect the desired change
in optical and thermal radiation properties. Even within prac-
tical fabrication constraints, the search space of all such
multilayers is unmanageably vast. In this work, we address
only the variability of the thickness of each discrete layer
(where we denote the thickness of layer i by si) in a multilayer
whose total number and composition of discrete layers is
fixed. We derive equations for the analytical derivatives of the
transfer-matrix equations with respect to layer thicknesses (si)
and develop a framework for connecting these derivatives to
objective functions to be optimized over. We present a detailed
analysis of the efficiency of this methodology as compared to
one based on numerical gradients. The resulting methodology
is applied to the local optimization of 90-layer filters for in-
candescent light sources, identifying three different structures
with predicted luminous efficiency exceeding 30%. Finally,
this analytic gradient engine is coupled to a basin-hopping
algorithm and used to identify globally optimum coatings
for thin-film photovoltaic and cavities for enhanced light
harvesting. We believe this methodology provides a powerful
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enabling tool for the design and analysis of multilayer nano-
materials in a number of domains including photonics, mate-
rials science, plasmonics, nanoscience, energy research, and
chemical physics.

II. THEORY

As illustrative objective functions, consider two generic
figures of merit for thermal radiation applications: the first
(ρ) will be a dimensional figure of merit and will take the
form of a density (for example, a power density for radiative
cooling applications [18–23]), and the second (η) will be
dimensionless figure of merit and will take the form of an
efficiency (for example, the luminous efficiency for incan-
descent light sources [24–27]). The main ideas apply also to
figures of merit which depend only upon optical properties;
we introduce and optimize several such figures of merit in
the Results section. We can express ρ as an integral over the
product of the thermal emission and some spectral function
related to the application, which we will denote as v(λ)
throughout. Because the thermal emission spectrum is itself
a product of the emissivity spectrum and Planck’s blackbody
law [B(λ, T )], we can write such a figure of merit as

ρ =
∫ λmax

λmin

v(λ)B(λ, T )ε(λ)dλ, (1)

where only the emissivity spectrum ε(λ) depends upon mate-
rials/geometry of the emitting structure. We can express η as
a density normalized by the total thermal emission:

η =
∫ λmax

λmin
v(λ)B(λ, T )ε(λ)dλ∫ λmax

λmin
B(λ, T )ε(λ)dλ

. (2)

We will denote the geometric degrees of freedom (i.e., the
layer thicknesses) by the vector s, so the elements of the
gradient vector can be written as

∂ρ

∂si
=

∫ λmax

λmin

v(λ)B(λ, T )
∂ε(λ)

∂si
dλ, (3)

and

∂η

∂si
=

∂ρ

∂si
P − ∂P

∂si
ρ

P2
, (4)

where P indicates the denominator of Eq. (2) and

∂P

∂si
=

∫ λmax

λmin

B(λ, T )
∂ε(λ)

∂si
dλ. (5)

Conveniently, only the emissivity depends upon s, and so the
key to be able to differentiate ε(λ) analytically with respect to
each geometric parameter, si.

The emissivity (which we take to be equivalent to the
absorptivity by Kirchoff’s law) at a particular wavelength can
be written in terms of the reflectivity and transmissivity,

ε = 1 − R − T, (6)

where R and T are the reflectivity and transmissivity, respec-
tively. Both R and T can be written as products of complex
amplitudes that are determined directly from the transfer

matrix, namely

R = rr∗ (7)

and

T = tt∗ nLcos(θL )

n1cos(θ1)
, (8)

where θ1 (θL) indicate the angle of incidence (refraction) into
the top-most (terminal) layers of the multilayer. Differentiat-
ing the emissivity therefore leads to the following expression:

∂ε

∂si
= −∂R

∂si
− ∂T

∂si
, (9)

where the partial derivatives of the reflectivity and transmis-
sivity have the forms

∂R

∂si
= ∂r

∂si
r∗ − r

∂r∗

∂si
(10)

and
∂T

∂si
=

(
∂t

∂si
t∗ − t

∂t∗

∂si

)
nLcos(θL )

n1cos(θ1)
, (11)

respectively. The reflectivity and transmissivity amplitudes
(r and t , respectively) derive from the elements of the transfer
matrix itself:

r = M21

M11
, (12)

t = 1

M11
, (13)

and r∗ and t∗ are the complex conjugates of r and t , respec-
tively. Again, applying the chain rule, we get

∂

∂si
r = M11

∂M21
∂si

− M21
∂M11
∂si

M2
11

(14)

and

∂

∂si
t = −

∂M11
∂si

M2
11

, (15)

where the elements of the transfer matrix are defined as(
M11 M12

M21 M22

)
= D−1

1

(
L−1∏
l=2

DlPlD−1
l

)
DL. (16)

Explicit expressions for the D and P matrices can be found in
Appendix A, and importantly, only matrix Pi depends on the
thickness of layer si. Hence, the derivatives of the transfer-
matrix elements with respect to layer thicknesses are easy to
compute:(

∂M11
∂si

∂M12
∂si

∂M21
∂si

∂M22
∂si

)

=D−1
1

(
i−1∏
l=2

DlPl D−1
l

)
Di

∂Pi

∂si
D−1

i

(
L−1∏

l=i+1

DlPlD−1
l

)
DL, (17)

where

∂Pi

∂si
=

(
−ikz,iexp(−ikz,isi) 0

0 ikz,iexp(ikz,isi )

)
. (18)
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Thus, the general prescription for computing the gradient of
an objective function of the form Eq. (3) or Eq. (4) is to

(i) compute the gradient of the transfer matrix via Eq. (17);
(ii) compute the gradients of the reflectivity and transmis-

sivity amplitudes via Eqs. (14) and (15), and the gradients of
the reflectivity and transmissivity via Eqs. (10) and (11);

(iii) compute the gradients of the emissivity via Eq. (9);
(iv) utilize the gradient of the emissivity to compute Eq. (3)

or Eq. (4).
It is important to note that this procedure can be seamlessly

adapted to figures of merit that depend on the reflectivity
and/or transmissivity rather than the emissivity; one sim-
ply utilizes the reflectivity gradient and/or the transmissivity
gradient.

III. RESULTS AND DISCUSSION

We have implemented the analytic gradient formalism in a
development version of WPTherml [28], which has permitted
careful testing of its efficiency as compared to a numerical
gradient formalism based on centered finite differences. We
have also applied our analytic gradient formalism to the ge-
ometry optimization of multilayer structures for (a) selective
thermal emission and filtration for incandescent lighting, (b)
enhanced solar absorption of silicon-based PV films, and (c)
enhanced optical absorption of organic dyes embedded in thin
films. For application (a), we demonstrate local optimizations
of multilayer filters with 90 degrees of freedom, leading to a
nearly twofold improvement in luminous efficiency compared
to unoptimized filters and nearly a tenfold improvement com-
pared to unfiltered emitters. For applications (b) and (c), we
perform global optimizations over a diverse set of multilayers,
albeit with more modest degrees of freedom compared to
application (a). In each case, we report timings compared
to analogous optimizations utilizing numerical gradients to
highlight the advantage of our analytical gradient formulation
(see Fig. 1).

In all three both applications, the bounded Limited-
memory Broyden–Fletcher–Goldfarb–Shanno [33] method
(i.e., the L-BFGS-B method) is used to perform local ge-
ometry optimizations; application (a) is treated as a local
optimization problem only, and in (b) and (c) multiple local
L-BFGS-B optimizations are utilized in a global optimization
technique known as the basin hopping method [35,36]. In both
applications, the L-BFGS-B geometry updates constitute the
rate limiting step of the optimization. These geometry updates
are performed according to

�s = Bg, (19)

where �s is a geometry update vector, g is the gradient vector,
and B is an approximation to the inverse of the Hessian
matrix that is iteratively formed in L-BFGS method [33]. The
elements of g take the form of integrals involving derivatives
of optical quantities, such as the emissivity as shown in
Eqs. (3) and (4), and so our analytic gradient methodology
directly accelerates local geometry updates through the ac-
celeration of computing the gradient vector. It should also
be mentioned that numerical gradients are approximations to
analytic gradients and therefore may lack accuracy in some
cases; however, empirically we have found the two agree

FIG. 1. Comparison of average time to compute the gradient
vector for multilayer structures as a function of the number of layers
using analytic expressions compared to numeric differentiation using
centered finite differences. Timings were performed on a iMac
running macOS High Sierra with a 3.6-GHz Intel Core i7.

to high precision in a large number of cases. Notably, we
have confirmed that all optimizations presented in this paper
converge to the same solution using analytic and numeric
gradients, and that in all cases analytic solutions provide more
expeditious convergence.

To understand this advantage, it is important to realize that
the main computational bottleneck in computing the figures
of merit given in Eqs. (1) and (2) is the computation of the
optical properties [e.g., ε(λ)] across the wavelength range
spanning λmin to λmax, typically with a numerical resolution
dλ ≈ 1 nm, meaning typically thousands of ε(λ) values must
be computed to enable computation of Eqs. (1) and (2). Each
value of ε(λ) represents a unique solution to the transfer-
matrix equations where, as can be seen in Eq. (16), the main
computational effort lies in forming and multiplying the 3L
matrices (Dl , Pl , D−1

l ) where l denotes an individual layer of
the structure and L is the total number of layers. Similarly,
in the computation of the gradients of the figures of merit in
Eqs. (3) and (4), the terms involving ∂ε(λ)

∂si
represent unique

derivatives of the transfer matrix for each wavelength. A key
theoretical insight motivating this work is that only the P
matrices have dependence on the geometry of the multilayer
structures, and therefore the efficiency advantage of analytic
gradients derives from the fact that they preserve linear scaling
with L in the number of matrices that must be built to compute
the gradients, whereas numerical gradients lead to quadratic
scaling with L in the number of matrices that must be built.

Consider the simplest approximation for the numeric gra-
dient of Eq. (1); each element of the gradient is given by

∂ρ

∂si
= ρ(s + δi ) − ρ(s − δi )

2δ
, (20)

where s is the vector of thicknesses of each of the L layers
in the multilayer and δi is an L-dimensional vector that is
filled with zeros except for entry i, which has the value δ.
To compute the gradient in this fashion, the transfer-matrix
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TABLE I. Timings for computing matrices required by transfer
matrix-method compared to cost of multiplying matrices. Averages
are taken over 100 different computations for multilayers with L
layers. Timed on a iMac running macOS High Sierra with a 3.6 GHz
Intel Core i7.

L Build D Build P Build D−1 Total build Multiply
(μs) (μs) (μs) (μs) (μs)

4 37.70 28.06 9.903 75.68 15.58
8 68.66 49.16 18.42 136.2 29.04
16 127.0 86.71 32.22 245.9 51.00
32 248.2 168.3 62.18 478.7 105.7

equations at a given wavelength must be solved twice for each
of the L degrees of freedom. Consequently, the number of
matrices that must be formed grows proportional to L2 and
the number of matrix multiplications also grows proportional
to L2. To compute the derivative analytically, the number
of matrix multiplications required still grows proportional to
L2, but only one additional matrix ( ∂P

∂si
) must be formed per

degree of freedom, so the number of matrices that must be
formed grows only as L. As we shown in Table I, building
the D, P, and D−1 matrices actually constitutes the main
computational bottleneck of the transfer-matrix method, so
retaining linear scaling in this step represents a significant
advantage for analytical gradients over numerical gradients.
In particular, for several representative multilayers, we find
that average time to build all of the D, P, and D−1 matrices is
roughly five times longer than the time required to perform all
matrix multiplications between them (see Table I). To further
highlight the advantage of our analytical formulation, we
repeat 100 different computations of the total gradient vector
for several representative multilayers (having between L = 4
and L = 32 layers) according to Eq. (3) with λmin = 300 nm,
λmax = 4000 nm, dλ = 3.7 nm using both analytical numeric
derivatives. We find that the advantage of using analytic
gradients grows substantially with the number of layers, with
the numeric gradients being approximately 2.5 times slower
when L = 4 and six times slower when L = 32 (see Fig. 1).

A. Optimization of incandescent emitters and filters

Incandescent light sources utilize the thermal radiation of
a hot (2500–3000 K) emitter, usually made from thermally
stable metals like tungsten [24–27]. Although incandescent
sources provide bright and pleasing light, their energy effi-
ciency is low owing to their broad emission that falls largely
outside the visible part of the spectrum. A key figure of merit
for incandescent sources is the luminous efficiency, which
quantifies the fraction of thermal emission that falls within the
human eye’s sensitivity window (quantified by the so-called
photopic luminosity function) to the total emitter power,

ηlum =
∫ ∞

0 B(λ, T )ε(λ)v(λ)dλ∫ ∞
0 B(λ, T )ε(λ)dλ

, (21)

where v(λ) is the photopic luminosity function and ε(λ) is the
emissivity spectrum of the emitter. Several researchers have
demonstrated the promise of engineered multilayers as incan-
descent sources that can reflect IR thermal radiation back to
the emitter, and transmit visible light to the observer [25,27].
Such a design involves an emitter (which may or may not
be an engineered structure) and a filter which is specifically
engineered to be a selective transmitter and reflector, as shown
in Fig. 2(a). A simple modification can be made to the figure
of merit in Eq. (21) to account for the impact of the filter as
follows:

ηe+F
lum =

∫ ∞
0 B(λ, Te)εe(λ)TF (λ)v(λ)dλ∫ ∞

0 B(λ, Te)εe(λ)TF (λ)dλ
, (22)

where εe(λ) is the emissivity of the emitter, TF (λ) is the
transmissivity of the filter, and Te specifically denotes the
temperature of the emitter. For simplicity of demonstration,
this modified figure of merit assumes a unity view factor
of the filter and also neglects the angular dependence of
thermal emission and transmission, though these effects could
be incorporated.

Inspired by the work of Soljacic and co-workers [27],
we optimize the geometry of 90-layer filters consisting of
Ta2O5/SiO2 for three different thermal emitters: one emitter

FIG. 2. Optimization of multilayer filters for incandescent sources at 2700 K. Panel (a) illustrates the general structure where a thermal
emitter (which may or may not be engineered itself) emits visible and IR radiation, and a filter between the emitter and the observer transmits
visible radiation to the observer and reflects IR radiation back to the emitter. (b) Thermal radiation of three different thermal emitters filtered
by multilayers optimized specifically for the emitter compared to blackbody emission. (c) Filtered thermal radiation of three different radiation
sources compared to the photopic luminosity function multiplied by the blackbody spectrum at 2700 K, which can be taken to be the ideal
thermal emission at that temperature.
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TABLE II. Comparison of luminous efficiencies and visible
power outputs of three different emitter-filter pairs. Each filter
consists of a 90-layer stack of alternating Ta2O5-SiO2 specifically
optimized for the luminous efficiency when paired with its respective
emitter (see Appendix B for more details of the emitters and filters).
Additionally, the mean time is reported for each geometry update us-
ing the L-BFGS-B algorithm utilizing analytic gradients compared to
numeric gradients demonstrating the tremendous advantage of using
analytical gradients for structures with many degrees of freedom. The
luminous efficiency and visible power output of the lone emitters, as
well as the emitters paired with an unoptimized 90-layer filter, is also
reported for comparison, showing that optimized filters can have a
significant impact on luminous efficiency, albeit with non-negligible
reduction in brightness. Timings were performed on a workstation
running Fedora 22 on a single 1.9-GHz Intel Xeon Processor.

Structure η
opt
Lum Pvis 〈tAnalytic

�s 〉 〈tNumeric
�s 〉

(%) (W/cm2) (s) (s)

W + Fopt 39.8 2.81 69.3 457.9
ML1 + Fopt 31.2 5.97 74.9 466.8
ML2 + Fopt 51.2 4.11 67.2 515.5

W + Fi 22.6 5.65 N/A N/A
ML1 + Fi 18.4 10.8 N/A N/A
ML2 + Fi 35.1 7.12 N/A N/A

W 3.8 7.26 N/A N/A
ML1 3.2 13.9 N/A N/A
ML2 6.2 8.92 N/A N/A

made of pure tungsten (denoted W in Table II and Fig. 2), and
two engineered multilayer emitters (denoted ML1 and ML2
in Table II and Fig. 2). ML1 is meant to model a realizable
multilayer consisting of a tungsten base coated with an alloy
of titanium nitride and aluminum nitride and an aluminum ox-
ide top layer, while ML2 is a more idealized multilayer again
with a tungsten base separated by a dielectric reflector from a
selective absorber, which is modeled as a Lorentz oscillator.
The specific geometries and material parameters of ML1 and
ML2, along with all filters, can be found in the Appendixes,
and Jupyter notebooks that set up optimizations and simulate
these stacks can be found in the WPTherml repository [37,38].
These optimizations are performed using the L-BFGS-B al-
gorithm driven by analytic gradients of Eq. (22) assuming
a fixed temperature emitter of 2700 K. This temperature
is specifically chosen because standard 60-W incandescent
bulbs are typically reported to have a color temperature of
2700 K, and because our engineered multilayered emitters
have visible emissivity approaching unity (the blackbody
limit), their thermodynamic temperature will be close to their
color temperature. We initiate the filter geometries for each
emitter as the precise geometry of a 90-layer Ta2O5/SiO2 filter
reported by Soljacic and co-workers [27] that was optimized
for a tungsten emitter at T = 3000 K. Note that it would not
be expected that this structure should be a local optimum
even for tungsten at T = 2700 K because of the impact that
temperature has on the thermal radiation, and indeed we see
that the filters can be optimized further for all three emitters;
interested readers are encouraged to experiment with the im-
pact of temperature on the optimizations of such filters using
the previously referenced Jupyter notebook [37]. Because we

are optimizing over the filters only, and it is the transmissivity
of the filters that directly impacts ηlum, we compute analytic
gradients of the transmissivity ( ∂TF (λ)

∂si
) to drive the L-BFGS-

B updates. In addition to the luminous efficiency, which
is directly optimized for, we report the visible power out-
put computed as Pvis = π

∫ λmax

λmin
B(λ, Te)εe(λ)TF (λ)dλ, where

λmin = 450 nm and λmax = 700 nm.
The base case of a bare tungsten emitter has a luminous

efficiency of 3.8% at 2700 K; the first engineered multilayer
(ML1) has a similar luminous efficiency but is expected to
produce brighter light owing to a higher emissivity across the
visible spectrum that yields roughly twice the visible power
output of bare tungsten (13.9 compared to 7.2 W/cm2; see
Table II and Fig. 2). On the other hand, the second engineered
multilayer (ML2) has a luminous efficiency that is more than
50% higher than bare tungsten but with only slightly greater
visible power output (see Table II). The use of an engineered
multilayer filter has a profound impact on the performance of
the incandescent source. Using the initial filter geometry taken
from Ref. [27] increases the luminous efficiency by a factor of
greater than 5.5 for all emitter structures. Further optimization
of each filter for its specific emission source leads to even
more dramatic improvements in the luminous efficiency, with
values of 39.8%, 31.2%, and 51.2% for the bare tungsten
emitter, ML1, and ML2 emitters plus optimized filters, respec-
tively (see Table II). Each analytic gradient driven optimiza-
tion took roughly 24 h on a single processor. We compare the
time-per-geometry update averaged over the first 100 updates
of the geometries for each filter using analytic gradients to the
same updates using numerical gradients, finding that analytic
gradient optimization steps are between 6.5 and 7.7 times
faster than optimization steps utilizing numeric gradients (see
Table II). Table II summarizes the luminous efficiency and
visible power output of each lone emitter, each emitter paired
with an unoptimized emitter, and each emitter paired with an
optimized filter for ease of comparison; we note that timing
data are only applicable for the emitters paired with optimized
filters, which appear in the first three rows of the table.

An interesting facet of optimizing selective filters for lumi-
nous efficiency is that it tends to compete with visible power
output of the emitter-filter pair, as we see that all emitters
with their optimized filters are roughly ten times higher in
luminous efficiency as compared to their base cases, but have
all had their visible power outputs reduced by more than a
factor of 2. It may therefore be worthwhile to consider a mul-
tiobjective optimization approach for filters and/or emitters
perhaps involving the luminous power output in addition to
the luminous efficiency. Notice also that the filtered thermal
emission tends to be low at the short- and long-wavelength
tails of the photopic luminosity function, which may affect the
aesthetics of the filtered light; therefore inclusion of objective
that captures the color rendering index may be desirable as
well for future work.

B. Optimization of antireflective coating for Si PV cell

As a second case, we consider optimization of antireflec-
tive coatings for silicon photovoltaic (PV) cells. Here, the
PV conversion efficiency can be expressed as ηPV = JscVocFF

Pin
,

where Jsc is the short circuit current, Voc is the open circuit
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FIG. 3. PV Conversion efficiency of a AlN/SiO2/Si stack where
the (top) AlN and (middle) SiO2 layer thicknesses are adjusted and
the (bottom) Si layer is fixed at 2000 nm. There are multiple local
optima even for this simple structure, illustrating the ruggedness of
the efficiency surfaces of such structures. Within this search space,
ηPV = 7.87 with d1 = 10.01 nm and d2 = 36.01 nm.

voltage, FF is the fill factor, and Pin is the total incident
solar power. In this work, we take Voc and FF to have values
of 0.706 mV and 0.828 (unitless) in all cases (following
Ref. [39]). The short circuit current can be computed as

Jsc =
∫ ∞

0
IAM1.5(λ)ε(λ)SP(λ)dλ, (23)

where IAM1.5(λ) is the AM1.5 solar spectrum and SP(λ) is the
spectral response of monocrystalline silicon, which we take
from Ref. [40], and Pin can be computed as the integral over
all wavelengths of the AM1.5 solar spectrum. We consider
three different multilayers with L = 2, 3, and 4 layers of
alternating AlN/SiO2 atop 2-μm-thick silicon; in all cases
SiO2 is the layer in direct contact with silicon (see Fig. 3 for an
illustration of the L = 2 system). In these stacks, only silicon
is absorbing, which permits us to directly attribute the absorp-
tion of the multilayer stack as computed by the transfer-matrix
method to the absorption within the active layer of the PV. The
design of optical coatings for PV devices has been extensively
pursued through computational optimization, albeit without
the aid of analytic gradients (see Ref. [4] and references
therein), and our purpose is primarily to illustrate the utility
and flexibility afforded by our analytic gradient engine for
accelerating global searches of rough landscapes.

We perform global optimizations of each multilayer coat-
ing by coupling a basin hopping algorithm [35,36] to a
L-BFGS-B algorithm that utilizes our analytic gradient en-
gine. In this case, we assume only Jsc [Eq. (23)] depends upon
the multilayer thicknesses, and in particular, gradients of the
absorptivity/emissivity ( ∂ε(λ)

∂si
) are computed. We constrain the

range of thicknesses for each layer to be within ranges that
permit confirmation of the global optimum found by the BH
algorithm by a brute force search (see Appendix C for details
on these ranges). The figure of merit surface for the 2-layer
case (ηPV(d1, d2)) is illustrated in Fig. 3, and it can be seen that
even the 2-degree of freedom case yields a rugged landscape
with multiple local extrema. Nevertheless, the BH algorithm
coupled to the L-BFGS-B local optimization is capable of
locating the global optimum in all cases. Furthermore, it is
found that such optimizations driven by analytic gradients are
roughly 2x faster than comparable optimizations driven by nu-

TABLE III. Comparison of efficiency of multiple optimizations
performed within global searches for different L-layer antireflection
coatings for a Si-based photovoltaic. In each case, 100 different local
optimizations are performed with random initial geometries using
analytic gradients, numeric gradients, or no gradients for the local
optimization, respectively. The average time over these 100 different
local optimizations is reported, along with the optimal conversion
efficiency. Timings were performed on a workstation running Fedora
22 on a single 1.9-GHz Intel Xeon Processor. Note that bare Si has
efficiency of 5.73%.

L Analytic Numeric Brute force

η
opt
PV Mean time η

opt
PV Mean time η

opt
PV

(%) (s) (%) (s)

2 7.87 13.8 7.87 18.2 7.87
3 8.33 17.6 8.33 27.8 8.33
4 8.61 38.4 8.61 75.8 8.61

merical gradients (see Table III). We note that efficiency gain
is more modest in this example because the number of degrees
of freedom is relatively small, and we have shown previously
the advantage of using analytical gradients becomes more
apparent as the number of degrees of freedom grows. Geome-
tries for the optimal structures are given in Appendix D, and
Jupyter notebooks that set up these optimizations and simulate
these structures can be found in the WPTherml repository
[41,42]; optimized absorptivities are shown in Fig. 4.

C. Optimization of an optical cavity for enhanced
light harvesting

As a final example, we consider the optimization of mul-
tilayered optical cavities for enhancing light absorption by
a J-aggregate film. A suitably designed optical cavity can
dramatically enhance the resonant interaction of light within
a thin-film absorber layer, as discussed within the context of
J-aggregates deposited or embedded in thin films [43,44], or

FIG. 4. Comparison of absorbance spectra of 2-μm silicon with
three different optimized multilayer coatings to the absorbance of
bare 2-μm silicon.
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FIG. 5. (a) Absorption enhancement of a J-aggregate layer cou-
pled to a multilayer reflector composed of TiO2/AlN backed by an
Ag mirror as a function of the AlN and TiO2 thickness. A schematic
of this structure is illustrated in (b).

with other weak absorbing layers [14,45]. Here we model the
J-aggregate layer as a 15-nm film with wavelength-dependent
complex refractive index derived from the work of Wang
[44], who considered cyanine-based J-aggregate dispersed in
polyvinyl alcohol. We assume in all cases this J-aggregate
layer exists as the top-most layer of a multilayer. Such a “free-
standing” J-aggregate layer is found to absorb approximately
5% of incident light at the absorption resonance wavelength of
λ = 580 nm. By backing such a layer with an optical cavity
that serves as a strong resonant reflector around λ = 580 nm,
the absorption of light into the J-aggregate layer can be
enhanced. Such a strategy was shown by Akselrod et al. to
ultimately enhance the fluorescence resonance energy-transfer
efficiency from a similar J-aggregate donor to a laser dye
acceptor [43]. Wang has also discussed the strong coupling
of J-aggregate layers to high-finesse optical cavities to create
hybrid light-matter states [44].

Here we consider simple optical cavities consisting of
alternating TiO2 and AlN layers, where the AlN layer is
chosen to be in contact with the silver back mirror. We seek
simply to optimize the geometry of simple L = 2, 3, and 4
cavities for the enhancement of absorption of the composite
structure relative to the free-standing J-aggregate film; the
L = 2 case is illustrated in Fig. 5. We define a figure of merit
that quantifies the enhancement in absorption that results from
the multilayer nanostructure relative to the base case of the
15-nm J-aggregate film:

EF =
∫ λmax

λmin
εML(λ)εJagg(λ)dλ∫ λmax

λmin
ε2

Jagg(λ)dλ
, (24)

where εJagg(λ) and εML(λ) denote the emissivity/absorptivity
of the lone J-aggregate film and the multilayer toped with
the J-aggregate film, respectively. The product between εML

and εJagg in the numerator of this figure of merit favors
absorptivity/emissivity profiles that match the spectral shape
of the lone J-aggregate absorption, and so tends to favor
structures which directly enhance the absorption of the J-
aggregate layer itself rather than structures which simply have
high absorptivity in other spectral regions. The square of εJagg

in the denominator normalizes the figure of merit so that if
a multilayer structure has neither a positive nor a negative
impact on J-aggregate absorption, the enhancement factor EF

will have the value 1. Because we fix the thickness of the lone

TABLE IV. Optimization of absorption enhancement of a 15-nm
J-aggregate layer through the optimization of multilayer cavity
separating the J-aggregate layer from a silver back mirror. In this
case, increasing numbers of layers L in the cavity beyond 2 does not
improve the absorption enhancement; this result is found by both
a basin hopping algorithm and a brute force search. The average
time over 30 different local optimizations performed within the basin
hopping using analytic and numeric gradients is reported along with
the maximum enhancement found by the optimizations. Timings
were performed on a workstation running Fedora 22 on a single
1.9-GHz Intel Xeon Processor.

L Analytic Numeric Brute force

E opt
F Mean time (s) E opt

F Mean time (s) E opt
F

2 5.86 10.46 5.86 18.60 5.86
3 5.86 18.09 5.86 43.32 5.86
4 5.86 28.92 5.86 78.79 5.86

J-aggregate film to be 15 nm and vary only the thicknesses of
the multilayer coupled to this film, only εML(λ) has nonzero
gradient elements associated with it. Therefore, optimizations
of these multilayer structures is driven by gradients of the
form

∂EF

∂si
=

∫ λmax

λmin

∂εML(λ)
∂si

εJagg(λ)dλ∫ λmax

λmin
ε2

Jagg(λ)dλ
. (25)

In our optimizations, we vary only the thickness of the di-
electric layers so the gradient elements in Eq. (25) are only
computed with respect to the thickness of the dielectric layers.
We again consider a series of increasing dielectric layers from
2 to 4 so that global optimality can be confirmed by brute
force search. However, unlike the PV coatings, we find no
advantage for adding additional layers beyond the two dielec-
tric layer case illustrated explicitly in Fig. 5. Nevertheless, we
again see that analytic gradients provide a more expeditious
route to optimizing the structure with the efficiency advantage
becoming more dramatic as the number of degrees of freedom
increases. As shown in Table IV, the mean optimization
time is about 8 s faster using analytic gradients compared to
numeric gradients for the L = 2 case and about 50 s faster for
the L = 4 case. An example Jupyter notebook that performs
these optimizations can be found in the WPTherml repository
[46], and details of the optimal structures and plots of their
absorptivity spectra can be found in the Appendix D.

IV. CONCLUSION

We have presented a methodology for accelerating the
optimization and virtual design of multilayer nanostructures
for a variety of photonic and thermal radiation applications.
This methodology is based upon a simple theoretical formu-
lation of analytical gradients of the transfer-matrix equations
with respect to geometric parameters of the multilayers. A
practical implementation of this methodology is provided in
open-source software package WPTherml [28], and we have
leveraged this implementation to demonstrate the usefulness
of this methodology to designing high efficiency incandes-
cent structures, high-performance antireflection coatings for
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PV cells, and optical cavities for enhanced light harvesting
by aggregates of organic chromophores in thin film. The
methodology presented here will provide an important tool for
the design and optimization of multilayer nanomaterials for
a myriad of applications where tailored optical and thermal
radiation properties are paramount.
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APPENDIX A: EXPLICIT EXPRESSIONS
OF D AND P MATRICES

The transfer matrix is a product of matrices for each layer
in the multilayer stack:(

M11 M12

M21 M22

)
= D−1

1

(
L−1∏
l=2

DlPlD−1
l

)
DL. (A1)

The terminal layers, layer 1 and layer L, are taken to be
semi-infinite, and the central layers (layer 2, L − 1) have
finite thickness. Furthermore, the terminal layers have real
refractive indices, while the central layers may have complex
refractive indices. The P matrix is defined for each of the
central layers:

Pl =
(

exp(−ikz,l dl ) 0

0 exp(ikz,l dl )

)
, (A2)

where

kz,l =
√(

nl
ω

c

)2

−
(

nlsin(θ1)
ω

c

)2

, (A3)

dl and nl is the thickness and refractive index of layer l ,
respectively, ω is the frequency of light, θ1 is the angle of
incidence upon the multilayer structure, and c is the vacuum
speed of light. We note that nl often depends upon ω for
materials of interest. The D matrices are defined for all layers,
and depend upon the incident polarization of light. For p-
polarized light

Dl =
(

cos(θl ) cos(θl )
nl −nl

)
(A4)

and for s-polarized light

Dl =
(

1 1
nlcos(θl ) −nl cos(θl )

)
, (A5)

where θl is the refraction angle into the lth layer that satisfies
Snell’s law [29]: θl = arcsin[n1/nl sin(θ1)]. The matrices D−1

l
simply denote the inverse of the matrices Dl .

FIG. 6. Thermal emission of unfiltered emitters compared to
blackbody spectrum at 2700 K.

APPENDIX B: DETAILS OF INCANDESCENT
EMITTER/FILTER STRUCTURES

The details of the 90-layer filters reported in the main
text are provided in Tables V and VI. The emitter denoted
ML1 consists of a 60-nm alumina top layer, a 90-nm central
layer of 17%-by-volume alloy of titanium nitride in aluminum
nitride, and a terminal (bottom) tungsten layer that is optically
thick. The Bruggeman effective-medium approximation is
used to model the titanium nitride/aluminum nitride alloy
[47]. The emitter denoted ML2 consists of 31-nm theoret-
ical material modelled as a Lorentz oscillator [48], 85-nm
aluminum nitride, 125 nm silicon dioxide, 174 nm aluminum
nitride, 173 nm silicon dioxide, with a terminal optically thick
tungsten layer. The refractive index for the Lorentz oscillator
layer is defined as

nl =
√

1 + ω2
p

ω2
0 − ω2 − iωγ

, (B1)

where ωp = 2πc
1000 nm , γ = 2πc

7500 nm , and ω0 = 2πc
550 nm . The unfil-

tered thermal emission spectra of the incandescent emitters
are plotted in Fig. 6.

APPENDIX C: DETAILS OF ANTIREFLECTIVE
COATING STRUCTURES

We perform optimizations over two-, three-, and four-layer
antireflective coatings for 2-μm silicon solar cells. The two-
layer coating along with the silicon base is as follows: 10 nm
aluminum nitride, 35 nm silicon dioxide, 2000 nm silicon. The
three-layer coating along with the silicon base is as follows:
49 nm silicon dioxide, 11 nm aluminum nitride, 20 nm sil-
icon dioxide, 2000 nm silicon. The four-layer coating along
with the silicon base is as follows: 4 nm aluminum nitride,
49 nm silicon dioxide, 38 nm aluminum nitride, 10 nm silicon
dioxide, 2000 nm silicon. In the two-layer optimization, we
bound the thicknesses of each of the antireflective layers to
be between 0.01 and 400.01 nm and we confirm the location
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TABLE V. First 45 layers of 90-layer filters used in conjunction
with three different incandescent light sources. The layer thick-
nesses in column 2 (dinit) represent the initial structure, taken from
Ref. [27], and used as the starting point for all optimizations. The
layer thicknesses in column 3(dML1

opt ) resulted from the optimization
for the emitter termed ML1, layer thicknesses in column 4 (dML2

opt )
resulted from the optimization for the emitter termed ML2, and layer
thicknesses in column 5 (dW

opt) resulted from the optimization for a
bare tungsten emitter.

Material dinit dML1
opt dML2

opt dW
opt

(nm) (nm) (nm) (nm)

Ta2O5 18 6 12 8
SiO2 47 57 19 44
Ta2O5 156 205 223 216
SiO2 212 186 126 161
Ta2O5 178 168 215 201
SiO2 23 88 1 1
Ta2O5 51 1 1 71
SiO2 224 273 336 203
Ta2O5 150 211 207 200
SiO2 205 175 169 184
Ta2O5 258 218 233 229
SiO2 187 203 211 192
Ta2O5 243 254 245 234
SiO2 190 167 158 174
Ta2O5 226 202 232 240
SiO2 215 167 225 217
Ta2O5 153 215 145 164
SiO2 227 320 301 228
Ta2O5 154 113 138 160
SiO2 226 317 283 202
Ta2O5 152 152 147 152
SiO2 245 203 183 205
Ta2O5 24 71 1 59
SiO2 229 175 249 204
Ta2O5 263 227 294 295
SiO2 190 187 201 185
Ta2O5 257 264 233 261
SiO2 200 201 209 201
Ta2O5 260 247 266 253
SiO2 224 168 149 172
Ta2O5 27 67 72 72
SiO2 229 172 185 187
Ta2O5 154 208 189 169
SiO2 219 174 218 176
Ta2O5 274 248 256 252
SiO2 198 200 168 204
Ta2O5 405 405 405 405
SiO2 211 207 197 216
Ta2O5 166 176 182 145
SiO2 233 197 168 202
Ta2O5 47 96 104 110
SiO2 66 56 83 1
Ta2O5 17 3 1 1
SiO2 125 136 143 155
Ta2O5 153 156 130 202

of global optimum by a brute force search between these
bounds with a resolution of 1 nm [Fig. 3(a)]. For the three-
and four-layer cases, we bound the layers to be between 0.01

TABLE VI. Second 45 layers of 90-layer filters used in conjunc-
tion with three different incandescent light sources. The layer thick-
nesses in column 2 (dinit) represent the initial structure, taken from
Ref. [27], and used as the starting point for all optimizations. The
layer thicknesses in column 3 (dML1

opt ) resulted from the optimization
for the emitter termed ML1, layer thicknesses in column 4 (dML2

opt )
resulted from the optimization for the emitter termed ML2, and layer
thicknesses in column 5 (dW

opt) resulted from the optimization for a
bare tungsten emitter.

Material dinit dML1
opt dML2

opt dW
opt

(nm) (nm) (nm) (nm)

SiO2 237 232 301 175
Ta2O5 151 150 136 192
SiO2 225 227 224 157
Ta2O5 147 123 151 124
SiO2 193 147 221 208
Ta2O5 127 117 146 107
SiO2 214 188 176 196
Ta2O5 135 114 120 140
SiO2 173 137 159 136
Ta2O5 112 101 108 102
SiO2 165 126 141 140
Ta2O5 130 103 128 98
SiO2 223 160 211 201
Ta2O5 130 134 164 122
SiO2 163 169 175 132
Ta2O5 112 108 88 83
SiO2 164 145 121 126
Ta2O5 114 129 95 90
SiO2 167 54 171 119
Ta2O5 121 135 163 92
SiO2 378 332 379 338
Ta2O5 114 112 116 130
SiO2 160 142 142 168
Ta2O5 113 103 105 92
SiO2 174 185 139 155
Ta2O5 117 152 100 107
SiO2 211 245 166 180
Ta2O5 23 1 93 83
SiO2 221 141 190 167
Ta2O5 261 260 303 212
SiO2 399 369 394 355
Ta2O5 266 258 287 236
SiO2 390 370 376 373
Ta2O5 28 258 1 7
SiO2 18 370 1 1
Ta2O5 367 25 357 405
SiO2 198 4 165 195
Ta2O5 302 341 267 380
SiO2 28 176 1 1
Ta2O5 33 365 97 1
SiO2 426 359 377 362
Ta2O5 31 1 1 1
SiO2 15 1 1 1
Ta2O5 222 228 242 229
SiO2 96 72 77 73

and 49.01 nm and we confirm the location of global optimum
using a resolution of 1 and 2.5 nm for the three- and four-layer
case, respectively.
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FIG. 7. Plot of absorptivity of J-aggregate thin film compared
to J-aggregate thin films coupled to different optical cavities. The
Lone J-Agg plot indicates the lone 15 nm J-aggregate thin film, the
J-Agg +2L is the structure that results from global optimization of
the J-Agg + a two-layer optical cavity and silver backing mirror;
this is identical within numerical precision to the optimal structure
identified by a brute force search. The J-Agg + 4L structures
involve the four-layer optical cavities identified as optimal by a
brute force search (bf) and by the basin hopping global optimization
(go) routine, respectively. The absorptivity of these two structures
is virtually identical in the visible region, and differ slightly in the
UV absorbance due to different thickness of the TiO2 layers; note
that the UV absorbance does not contribute to the objective function,
hence these structures are not distinguished from each other by the
optimizations.

APPENDIX D: DETAILS OF THE OPTICAL CAVITIES
FOR ABSORPTION ENHANCEMENT

OF J-AGGREGATE LAYERS

We perform optimizations over two-, three-, and four-layer
optical cavities that separate a top-most 15-nm J-aggregate
film from an optically thick (300 nm) silver back mirror;
the optimized spectra of all optimized structures are plotted
in Fig. 7. Each optical cavity contained alternating layers
of titanium dioxide (TiO2) and aluminum nitride (AlN) with
AlN always in contact with the silver back mirror. The global
optimum geometry for the two-layer case was determined to
be 15 nm J aggregate, 8.01 nm TiO2, 21.01 nm AlN, 300
nm Ag by brute force and 15 nm J aggregate, 7.15 nm TiO2,
21.59 nm AlN, 300 nm Ag by the global optimization. The
three-layer case was 15 nm J aggregate, 0.01 nm AlN, 6.01
nm TiO2, 22.51 nm AlN, 300 nm Ag by brute force and 15
nm J aggregate, 1.00 nm AlN, 5.74 nm TiO2, 21.59 nm AlN,
and 300 nm Ag by global optimization. The four-layer case
was 15 nm J aggregate, 4.01 nm TiO2, 0.01 nm AlN, 0.01 nm
TiO2, 24.01 nm AlN, 300 nm Ag by brute force and 15 nm J
aggreagate, 6.14 nm TiO2, 1 nm AlN, 1 nm TiO2, and 20.59
AlN by global optimization.

In the two-layer optimization, we bound the thicknesses
of each of the antireflective layers to be between 0.01 and
400.01 nm and we confirm the location of global optimum by
a brute force search between these bounds with a resolution of
1 nm [Fig. 3(a)]. For the three- and four-layer cases, we bound
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FIG. 8. Plot of luminous efficiency vs iteration number for the
local optimization of the three distinct 90-layer incandescent filters
discussed in Sec. III A.

the layers to be between 0.01 and 60.01 nm and we confirm
the location of global optimum using a resolution of 1.5 and
2.0 nm for the three- and four-layer case, respectively.

APPENDIX E: CONVERGENCE OF OPTIMIZATIONS

Here we present plots of the figures of merit vs iteration
number for each optimization case demonstrated in the main
text. In Fig. 8 we show the luminous efficiency figure of
merit vs iteration number for the three distinct 90-layer in-
candescent filters that were locally optimized using a bounded
L-BFGS method.

For the solar coating and the J-aggregate spacer layers,
global optimizations were performed that launched a large
number of independent local L-BFGS-based optimizations.
In Fig. 9, we plot the solar conversion efficiency figure of
merit vs iteration number for the global optimization, and

FIG. 9. Plot of conversion efficiency vs iteration number for the
global optimization of the two-, three-, and four-layer antireflective
coatings.
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FIG. 10. Plot of conversion efficiency vs iteration number for
local optimizations of the two-, three-, and four-layer antireflective
coatings; these local optimizations represent independent subitera-
tions of the global optimizations performed.

subsequently in Fig. 10 show this figure of merit vs iteration
number for a single local optimization performed within the
global optimization.

Finally, we plot the J-aggregate absorption enhancement
figure of merit vs iteration number for the global optimization
in Fig. 11, and subsequently in Fig. 12 show this figure
of merit vs iteration number for a single local optimization
performed within the global optimization.

APPENDIX F: VALIDATION AGAINST
FINITE-DIFFERENCE TIME-DOMAIN METHOD

We provide a comparison of optimized emissivities deter-
mined by our method and emissivities of the same structures
from a full-wave simulations; a commercial-grade simulator
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FIG. 11. Plot of conversion efficiency vs iteration number for the
global optimization of the two-, three-, and four-layer antireflective
coatings.
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FIG. 12. Plot of conversion efficiency vs iteration number for
local optimizations of the two-, three-, and four-layer antireflective
coatings; these local optimizations represent independent subitera-
tions of the global optimizations performed.

based on the finite-difference time-domain (FDTD) method
was used to perform the full-wave calculations [49]. In the
FDTD simulations, the multilayers were stratified along the
z axis and periodic along the x and y dimensions; the unit
cell was 20 nm × 20 nm in x and y, and the total z span
was 4000 nm terminated with perfectly matched layers. A
plane-wave source with a broadband spectrum spanning 300–
900 nm was incident along the positive z axis and polarized
along the y axis. We consider two representative structures
from the main text: the Bare Si structure and the Si + 2ML
structure from Sec. III B. The former structure is simply a
2000-nm silicon slab with air above and below, while the
Si + 2ML structure consists of 2000 nm silicon coated with
35.7 nm of SiO2 and 10.1 nm of AlN (see Ref. [42]). In the
region containing the thin SiO2 and AlN layers, we use a fine
mesh with a spacing of 0.4 nm along z and 0.8 nm along
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FIG. 13. Emissivity as predicted by the FDTD method and our
method for two representative structures, Si and Si + 2L.
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x and y, and we apply an adaptive meshing scheme to the
remaining simulation volume. Field flux monitors are placed
behind the silicon slab and behind the injection source to
infer the transmissivity and reflectivity of the multilayer, from
which the emissivity can also be inferred. We also estimate the
derivative of the emissivity with respect to the thickness of the
AlN layer within the FDTD framework by applying a simple
finite-difference approach whereby the FDTD emissivity is
computed with a geometry of 10.1, 35.7, 2000 nm for AlN,
SiO2, and Si and then 11.1, 35.7, and 2000 nm for AlN, SiO2,
and Si. The numerically differentiated FDTD emissivities are
then compared to the derivative of the emissivity with respect
to the thickness of the AlN layer that can be analytically
computed by our method as described in the main text (see
Figs. 13 and 14). We make one adaptation for these com-
parisons, which is to model the SiO2 and AlN with static
refractive indices of 1.45 and 1.859, respectively. In the results
presented in our main text, we use dispersive models for both
materials that are described in Ref. [28]; the dispersive nature
of AlN in particular is challenging for the FDTD method
and obscures comparison. The close agreement between the
emissivities and derivatives of the emissivities as computed by
WPTherml and those computed by full-wave simulation sup-
port the claim that our method provides predictive power for
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FIG. 14. Derivative of emissivity with respect to the thickness of
the AlN layer in the Si + 2L structure predicted by the FDTD method
and our method.

the optimization and design of structures whose performance
derives from optical quantities like the emissivity.
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Soljačić, and E. N. Wang, Solar thermophotovoltaic energy
conversion systems with two-dimensional tantalum photonic
crystal absorbers and emitters, Sol. Energy Mat. Sol. Cells 122,
287 (2014).

[8] V. Rinnerbauer, A. Lenert, D. M. Bierman, Y. X. Yeng,
W. R. Chan, R. D. Geil, J. J. Senkevich, J. D. Joannopoulos,
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