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How much time does it take for a fluctuating system, such as a polymer chain, to reach a target configuration
that is rarely visited—typically because of a high energy cost? This question generally amounts to the
determination of the first-passage time statistics to a target zone in phase space with lower occupation probability.
Here, we present an analytical method to determine the mean first-passage time of a generic non-Markovian
random walker to a rarely visited threshold, which goes beyond existing weak-noise theories. We apply our
method to polymer systems, to determine (i) the first time for a flexible polymer to reach a large extension,
and (ii) the first closure time of a stiff inextensible wormlike chain. Our results are in excellent agreement with
numerical simulations and provide explicit asymptotic laws for the mean first-passage times to rarely visited
configurations.
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The first-passage time (FPT) quantifies the time required
for a random walker to reach a “target” point [1–10], with ap-
plications in contexts as varied as finance, biophysics, search
processes, or reaction kinetics [2]. In the case of systems with
many internal degrees of freedom, such as polymers or mem-
branes, the dynamics of a single degree of freedom, e.g., a
reaction coordinate, is typically non-Markovian (i.e., displays
memory effects), which significantly complexifies the theoret-
ical description of their first-passage properties [10,11].

Generally speaking, one can distinguish between two
classes of first-passage problems. First, the search for the tar-
get by the random walker can be limited by an “entropic” cost,
such as in the case of a target located in a large confined do-
main, which has been the subject of many recent studies, both
for Markovian [6–9,12,13], and non-Markovian [10,14,15]
random walks. Second, a very different class of problems is
the search for rarely visited configurations, i.e., limited by a
high energy cost (or quasipotential cost in nonequilibrium sys-
tems [16–18]). Such a problem is the cornerstone of reaction
rate theory [19,20], but is also crucial in situations as varied
as population [21] or disease [22] extinction, bond rupture
[23–25], adhesion [26], stock market crashes [27], or extreme
heat waves in climate models [28]. The kinetics of rare events
has been intensively investigated, and explicit expressions
have been proposed for the noise-induced escape time from
attraction domains in the weak-noise limit [19,29–34]. How-
ever, for non-Markovian processes, existing approaches fail to
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predict quantitatively the first-passage time to a generic rarely
visited target, such as a threshold for a reaction coordinate.
For example, in the context of large deviation kinetics of
flexible polymers, it has recently [35] been noted that standard
weak-noise theories (to be defined below) lead to erroneous
scalings for the mean FPT.

In this Rapid Communication, we investigate the impact
of memory effects on the mean time a continuous non-
Markovian (possibly non-Gaussian) variable r(t ) takes to
reach a given rarely visited threshold. We show that memory
effects can be accounted for by characterizing the trajectory
followed by r(t ) in the future of the FPT, which generalizes
a recent theoretical approach restricted to unbiased Gaussian
processes [15]. We obtain explicit asymptotic expressions of
the mean FPT to a rarely visited target, in excellent agreement
with simulations. Our analysis reveals that memory effects,
which so far have been left aside for this situation, can modify
the kinetics by more than one order of magnitude, and finally
provides a refined characterization of the dynamics of visits
to rare configurations for generic stationary non-Markovian
processes.

We illustrate our methodology by solving two problems
involving polymer chains (Fig. 1), which provide prototypical
examples of physical systems with many interacting degrees
of freedom, where reaction coordinates thus display memory
effects [36–38]. We calculate the mean time for a flexible
chain to spontaneously reach a large extension, which is
relevant in ligand adhesion via flexible tethers [26] and for
the rheology of entangled melts [35,39,40]. We also inves-
tigate the closure kinetics of a stiff wormlike chain (i.e., a
fluctuating thin rod). While this problem is highly relevant
in the context of DNA looping kinetics [41], it has so far
seemed analytically intractable, notably due to the difficulty
to describe the non-Gaussian stochastic dynamics of highly
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FIG. 1. What is the mean first time to reach a rare configuration?
This Rapid Communication investigates this question in the case of
(a) an attached flexible polymer, for which we compute the time that
a large extension is reached, and (b) a stiff wormlike chain, for which
we compute the time that the extremities get into contact.

curved rods. Existing theories for this problem rely either
on mean-field approximations [42,43] or on a mapping to
one-dimensional (1D) dynamics [44–47], which disagree with
numerical simulations [48].

First passage for an attached flexible polymer. We first
consider the simplest model of flexible polymer, formed by N
phantom beads, with friction coefficient γ , linked by springs
of stiffness k. The overdamped evolution of the beads’ posi-
tions xi (i is the bead index) follows from a force balance [38]

γ ẋi = k(xi+1 − 2xi + xi−1) + fi(t ), (1)

where thermal forces obey 〈 fi(t ) f j (t ′)〉 = 2kBT γ δ(t − t ′)δi j .
We denote by l0 = √

kBT/k the typical bond length, and
τ0 = γ /k the typical relaxation time of a single bond. The first
monomer is fixed, x1 = 0, and we study the mean time 〈τ 〉 that
the other polymer end r(t ) = xN (t ) reaches a threshold value
z [Fig. 1(a)]. The energy at fixed z is given by U = kz2/(2N ),
and we assume U � kBT , so that first-passage events to z are
rare.

Figure 2(a) shows the mean FPT obtained from simulations
results of Ref. [35] and existing analytical approximations
for a fixed and relatively high value of the energy cost U �
18kBT . Substantial disagreement that increases with N is
found, be it for adiabatic approximations [35,52], effective
one-dimensional descriptions [39,40], and even the rigorous
weak-noise approach [T → 0 at fixed N—see Refs. [30,35]
and the Supplemental Material (SM) [49]]. This shows the
necessity to take into account the collective dynamics of all
monomers to calculate the mean FPT, which is the main
purpose of this Rapid Communication. In fact, the non-
Markovian theory that we introduce here shows an excellent
agreement with simulations [Fig. 2(a)], which holds for a
broad range of values of the energy barrier [Fig. 2(b)].

General expressions for the mean FPT. We now consider
the more general problem of the FPT of a stochastic (one-
dimensional) variable r(t ) to a rarely visited threshold z. We
assume that r(t ) is nonsmooth [10], meaning that 〈ṙ2〉 = ∞,
as is the case for overdamped processes. We denote p(r, t ) the
probability density distribution of r at time t , starting from a
given initial position r0 that will be proved to be irrelevant. We
also assume that r(t ) is stationary at long times, p(r, t ) →

t→∞
ps(r), where the stationary distribution ps(r) is reached after a

FIG. 2. (a) Mean FPT for a flexible chain to reach an ex-
tension z = 3.5l0

√
3N , corresponding to a fixed energy cost U =

18.4kBT . Symbols: Simulations of Ref. [35]. Different curves cor-
respond to different theories, obtained (from top to bottom) via
a mapping over 1D dynamics (Milner-McLeish reptation theory
[39,40], upper dashed line), the minimal action path method [35],
the pseudo-Markovian (Wilemski-Fixman [52]) approximation, the
non-Markovian theory (this work, black thick line), asymptotic ex-
pansions of the non-Markovian theory [dashed blue line, Eq. (9), this
work], and the weak-noise result T → 0, fixed N [30,35]. Details
on all theories can be found in SM [49]. (b) Mean FPT in rescaled
variables, with supplemental simulation data of Ref. [35] (symbols).
Lines share the same color code as in (a). (c) Rescaled average
trajectory μ(t ) in the future of the FPT for a scale invariant process
with H = 1/4. The dashed red line would be the future trajectory by
assuming equilibrium at initial time.

finite correlation time tc. With these hypotheses, the following
exact expression can be obtained [15],

〈τ 〉ps(z) =
∫ ∞

0
dt[pπ (z, t ) − p(z, t )], (2)

where pπ (r, t ) is the probability density of r at a time t after
the first passage. Now, in the case of targets that are only
rarely visited, we stress the following key points: (i) As long
as r0 is not in the close vicinity of z, p(z, t ) is exponentially
small (with noise intensity) at all times, and (ii) the probability
pπ (z, t ) to revisit the target after a time t is exponentially
small at long times, but finite at times that immediately follow
a FPT event, when r is still close to z. The integral (2) is
dominated by this short-time contribution, where pπ can be
replaced by its value p∞

π (z, t ) obtained by considering the
linearized dynamics around the target point. Hence, the mean
FPT to a rare configuration is asymptotically (rare event limit)
given by

〈τ 〉ps(z) �
∫ ∞

0
dt p∞

π (z, t ). (3)
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Since p∞
π (z, t ) is a return probability for a particle submitted

to a constant force in infinite space, it vanishes fast enough
at long times so that expression (3) is defined without any
ambiguity. Note that for rare events the initial distribution
of r has typically been forgotten long before the FPT, and
thus does not influence 〈τ 〉. The above equation suggests a
two-step strategy to obtain 〈τ 〉. The first step consists in char-
acterizing the static quantity ps(z); for equilibrium systems
one obtains ps(z) ∝ e−U (z)/kBT and in particular 〈τ 〉 follows an
Arrhenius-like law [53]. The second step consists in analyzing
the dynamics of r(t ) in the vicinity of the target z to deduce
p∞

π (z, t ).
To proceed further, we assume that the dynamics of r(t )

near z is Gaussian, which is valid in the vicinity of the
most probable configuration. We denote by ms(t ) and ψ (t ),
respectively, the mean and the variance of r(0) − r(t ) when
the initial state is the stationary distribution conditional to
r(0) = z. We adapt the theory of Ref. [15] (restricted to unbi-
ased dynamics), based on the hypothesis that the trajectories
followed by the random walker in the future of the FPT dis-
play Gaussian statistics. Defining the average future trajectory
as 〈r(t + FPT)〉 = z − μ(t ) and approximating the variance
in the future of the FPT by ψ (t ), we can write the so-far
unknown quantity p∞

π (z, τ ) as

p∞
π (z, t ) = [2πψ (t )]−1/2 e−μ(t )2/2ψ (t ). (4)

The average future trajectory μ(t ) itself satisfies the self-
consistent integral equation (see SM [49])∫ ∞

0
dt

e−μ(t )2/[2ψ (t )]

ψ (t )1/2

{
μ(t + τ )

−μ(t )
ψ (t + τ ) + ψ (t ) − ψ (τ )

2ψ (t )
− ms(τ )

}
= 0. (5)

We note that our theory holds for general nonequilibrium
systems. Here, we focus on equilibrium ones, in which case
the fluctuation-dissipation theorem imposes

ms(t ) = −Fψ (t )

2kBT
, (6)

where F = −∂zU (z). For the Markovian (diffusive) case with
ψ (t ) ∝ t , there is an obvious solution μ(t ) = ms(t ). For non-
Markovian variables, this relation does not hold and the future
trajectory μ(t ) reflects the state of the nonreactive degrees
of freedom at the FPT. Finally, Eqs. (3)–(5) fully define the
mean FPT to a rare configuration for general non-Markovian
processes that are locally Gaussian.

In the case of a biased anomalous dynamics with ψ (t ) =
κt2H , where 0 < H < 1, Eq. (5) predicts that μ takes the
scaling form

μ(t ) = −kBT

F
f

(
t

(√
κ|F |

kBT

)1/H
)

, (7)

and the mean FPT reads

〈τ 〉ps(z) = AH (kBT )
1−H

H

|F | 1−H
H κ

1
2H

, AH =
∫ ∞

0
du

e− f 2 (u)
2u2H

√
2πuH

. (8)

This formula provides an explicit asymptotic relation for the
mean FPT, as a function of the subdiffusion coefficient κ , the

local force F , and the temperature kBT , and AH depends only
on H ( f is defined in SM [49]). Of note, this result (8) is
consistent with the scaling proposed in Ref. [55] for processes
that are Gaussian (not only locally). In addition, it agrees with
the more recent derivation of the prefactor for this scaling
based on a perturbative scheme [56] in ε ≡ H − 1/2 (see SM
[49]). We now discuss applications of these general results.

Application to the kinetics of large extension for a flexible
chain. Let us come back to the above example of an attached
flexible chain. It is well known that the dynamics of the ends
is either diffusive, ψ (t ) = 2D0t for t � τ0, or subdiffusive,
ψ (t ) = κt1/2 with κ = 4kBT/(πγ k)1/2 when τ0 � t � tc,
where tc = N2τ0 is the correlation time. The mean FPT is
controlled either by the short-time diffusive regime (H = 1/2)
or by the intermediate subdiffusive regime (H = 1/4), so that

〈τ 〉ps(z) = τ0

l0
×

⎧⎨
⎩

0.39
(Nl0

z

)3
(l0

√
N � z � l0N ),

Nl0
z

[
1 + (Nl0

z

)2]
(Nl0 � z), (9)

where we have included the (asymptotically exact) next-to-
leading-order expansion in the large z limit (which coincides
with the weakly non-Markovian limit—see SM [49]). This
expression incorporates non-Markovian effects that were ne-
glected in Ref. [35]. Here, we have used the value A1/4 = 2.0,
which we obtained by numerically solving Eq. (5). This value
is about eight times smaller than in the pseudo-Markovian
approximation (where μ � ms, leading to with AWF

1/4 = 16).
Here, the memory effects are nearly of one order of magnitude
for the mean FPT and are thus strong. This originates from
the qualitative difference between the short-time behavior
of the trajectory after the first passage μ(t ) ∼ t1/4 and that
of ms(t ) ∼ t1/2 (following the stationary state with z = r)
[Fig. 2(c)]. At short times μ(t ) can therefore be infinitely
larger than ms(t ), which means that local equilibrium assump-
tions are inaccurate in this situation. All data of the mean FPT
can be collapsed on a single master curve depending only
on z/l0N , with asymptotics given by Eq. (9). This is done
in Fig. 2(b), where we see that the simulation data closely
follow (but are slightly larger than) our theoretical predictions.
Finally, our theory provides an accurate description of the ki-
netics with which a flexible polymer reaches a large extension.

The closure time of a stiff wormlike chain. We now consider
a thin inextensible elastic rod with bending rigidity κb. In the
stiff limit, where the persistence length lp = κb/kBT is much
larger than the contour length L, closure events are rare since
they require overcoming a large bending energy barrier. Here,
we calculate the closure time 〈τ 〉 defined as the mean time
for the end-to-end distance r to reach a value a � L. We
assume the dynamics to be described by the resistive force
theory, in which viscous forces apply locally on the filament
with friction coefficients per unit length ζ⊥, ζ‖ (respectively
in the parallel and perpendicular directions) [57,58]. We fur-
thermore assume that no force and no torque are exerted at the
chain ends.

Determining the closure time [Eq. (3)] first requires one
to calculate ps(r), which is an equilibrium (static) statistical
mechanics problem which has been studied at length by a
variety of analytical and numerical methods [59–63]. It is
also needed to characterize the dynamics at the early times
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FIG. 3. Mean closure time for wormlike chains as a function of
capture radius a, shown in rescaled variables. Symbols: Simulations
of Ref. [48], rescaled by ps(r) given in Ref. [63]. Continuous black
line: Pseudo-Markovian approximation [Eq. (11)], with asymptotic
regimes indicated by the dashed black lines. Dashed-dotted orange
line: Non-Markovian theory for L2/lp � a � L, Eq. (12).

following a closure event. Such dynamics necessarily occurs
at the vicinity of the close configurations of minimal bending
energy. Of note, lateral fluctuations are of the order of �⊥(t ) ∝
t1/4 [58,64] which is small at short times. This key remark
implies that the essential of the dynamics after closure takes
place near the extremities, where the chain can be considered
as close to a straight rod. We can then calculate analytically
the evolution of the end-to-end vector when initial conditions
are closed equilibrium configurations. Characterizing this dy-
namics in the reference frame {ei} defined by the configuration
at closure [see Fig. 1(b)] as ree(t ) = ree(0) + ∑3

i=1 Xi(t )ei, we
obtain (see SM [49])

〈X1(t )〉 = F κ t3/4 cos2 α

2kBT
, κ = 4

√
2 kBT


(7/4)ζ 3/4
⊥ κ

1/4
b

,

Cov[Xi(t ), Xj (t )] =
⎛
⎝cos2 α 0 0

0 sin2 α 0
0 0 1

⎞
⎠κ t3/4, (10)

where α is half the opening angle of the most probable closed
configurations (Fig. 1), and the force is F = 21.55κb/L2 =
−U ′(0), with U (a) the energy cost to form a closed configu-
ration. The stationary dynamics around a closed configuration
is thus a three-dimensional biased anisotropic subdiffusion.
Note that 〈X1(t )〉 and Var(X1) are again linked by the ratio
F/2kBT , which is consistent with the fluctuation-dissipation
theorem. A first estimate of the closure time can be obtained
by assuming pπ (t ) � p(a, t |a, 0) (pseudo-Markovian approx-
imation). This can be readily calculated from the Gaussian
dynamics specified by Eq. (10), leading to

〈τ 〉ps(a) = ζ⊥ L10/3

kBT l4/3
p

�

(
a lp

L2

)
, (11)

where � is a scaling function calculated in SM [49] repre-
sented in Fig. 3 (black line). This figure also displays the
simulation data of Ref. [48], which collapse as in Eq. (11)

onto a curve which is close to � for small arguments. We
stress that there is no fitting parameter in the theory.

However, there is a difference of a factor of about 2
between theory and numerics for a larger capture radius,
suggesting that non-Markovian effects are significant in the
regime a � L2/lp, which we investigate now (while still
keeping the small capture radius condition a � L). In this
case the dynamics needs to be characterized only at timescales
where the return probability is not exponentially small,
i.e., such that 〈X1(t )〉2 is smaller than 〈X 2

1 (t )〉. For these
timescales, X1 ∼ L2/lp is still much smaller than a. This
implies that the end-to-end distance is approximated at linear
order as r = [(a + X1)2 + X 2

2 + X 2
3 ]1/2 � a + X1 and is thus

equivalent to a one-dimensional Gaussian variable. The mean
closure time can be obtained by applying the formalism
presented above with H = 3/8. We obtain

〈τ 〉ps(a) � 0.0023
ζ⊥L10/3

kBT l4/3
p

(a � L2/lp). (12)

Here, the value of the prefactor was obtained with A3/8 = 2.1,
which is 1.6 times smaller than its estimate in the pseudo-
Markovian (Wilemski-Fixman) approximation AWF

3/8 = 3.39.
This explains why the pseudo-Markovian theory overesti-
mates the simulation data.

In the opposite limit a � L2/lp, the pseudo-Markovian
expression (11) becomes

〈τ 〉ps(a) � 1.05
ζ⊥a5/3l1/3

p

kBT
(a � L2/lp), (13)

and it can be shown that this result can be found by set-
ting F = 0, i.e., by analyzing a symmetric anisotropic three-
dimensional subdiffusive walk. In a recent work [43] for
a similar (but isotropic) subdiffusive process, it was shown
that memory effects led to a slight reduction (15%) of the
mean FPT. We expect a similar for the mean closure time,
as confirmed by the comparison with numerical simulations
in Fig. 3.

Conclusion. In this Rapid Communication, we have intro-
duced theoretical tools to determine the mean FPT to rarely
visited configurations for generic non-Markovian processes.
We have derived explicit asymptotic expressions for the clo-
sure kinetics of a stiff wormlike chain, and for the mean FPT
to a large extension of a flexible chain. As demonstrated by
the example of wormlike chain closure, the dynamics needs
to be Gaussian only locally (in the vicinity of the target)
to apply our theory. This approach shows quantitatively the
importance of memory effects on mean FPTs, and thereby
significantly improves existing theories, whether based on a
weak-noise limit, a mapping on one-dimensional problems or
pseudo-Markovian (adiabatic) approximations. Our approach
is not limited to polymers, and can apply to generic complex
physical systems, where the dynamics of a reaction coordinate
is coupled to many other degrees of freedom.
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