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We present a full description of the nonergodic properties of wave functions on random graphs without
boundary in the localized and critical regimes of the Anderson transition. We find that they are characterized
by two critical localization lengths: the largest one describes localization along rare branches and diverges
with a critical exponent ν‖ = 1 at the transition. The second length, which describes localization along typical
branches, reaches at the transition a finite universal value (which depends only on the connectivity of the
graph), with a singularity controlled by a new critical exponent ν⊥ = 1/2. We show numerically that these
two localization lengths control the finite-size scaling properties of key observables: wave-function moments,
correlation functions, and spectral statistics. Our results are identical to the theoretical predictions for the typical
localization length in the many-body localization transition, with the same critical exponent. This strongly
suggests that the two transitions are in the same universality class and that our techniques could be directly
applied in this context.

DOI: 10.1103/PhysRevResearch.2.012020

Introduction. There has been a huge interest recently in the
nonergodic properties of many-body states [1–16], in partic-
ular related to many-body localization (MBL) [17,18] (see
[19–22] for recent reviews). In such problems, the structure
of Hilbert space is treelike, and it was found that in many
cases the states do not explore ergodically all the branches.
The problem of Anderson localization on random graphs is
a simple one-particle model which is believed to capture this
physics, and has recently attracted a strong interest [23–51].
On the finite Bethe lattice (tree with boundary) there is now
a consensus that there is a transition from a localized to a
nonergodic delocalized phase [29–36]. For generic random
graphs (with loops and without boundary) the situation is
still debated but several numerical and analytical studies point
toward a transition from a localized to an ergodic delocalized
phase with, however, nonergodic properties below a certain
scale which diverges exponentially at the transition [35–40].
However, a precise description of this nonergodic behavior is
still lacking.

At strong disorder, there are theoretical arguments (for-
ward scattering approximation) [23,52–54] that relate An-
derson localization to the problem of directed polymers. Di-
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rected polymers on trees display a glassy phase with strong
nonergodic properties, exploring only few branches instead of
the exponentially many available [55–57]. The analogy thus
suggests that Anderson localized states on random graphs are
located on rare branches, along which they are exponentially
localized with a localization length ξ‖. Up to now, ξ‖ has been
believed to be the only critical localization length, diverging
with a critical exponent ν‖ = 1 at the transition [25,38,58–
61]. On the other hand, recent rigorous results on the Bethe
lattice [62,63] (see also [25,33,64]) put forward another length
scale ξ⊥, which corresponds to the typical exponential decay
of wave functions (excluding rare events). In Refs. [62,63],
a sufficient condition for delocalization was proven: when
ξ⊥ > ξ c

⊥, ξ c
⊥ being a specific finite value which depends only

on the connectivity of the tree, an avalanche process occurs,
where the exponential decay does not compensate anymore
for the exponential proliferation of sites at distance r. How-
ever, the transition was still described as controlled by ξ‖, so
that the importance of ξ⊥ as a critical length was unclear, all
the more since it remains finite at the transition.

In this Rapid Communication, we show that this length
scale ξ⊥, that we identify as governing the exponential de-
cay away from the rare branches, actually controls impor-
tant aspects of the critical behavior of key observables for
generic random graphs. First, the wave-function moments
Pq = ∑

i |ψi|2q for large q (i.e., q > 1) focus on large am-
plitudes and therefore reflect the localization on the rare
branches, governed by ξ‖. In contrast, values of q < 0.5 focus
on small amplitudes, and reflect the bulk localization proper-
ties controlled by ξ⊥. Second, the standard average correlation
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FIG. 1. (a) Strong multifractality (respectively, ergodicity) of wave functions in the localized and critical (respectively, delocalized)
regimes. τ̃q [calculated as log2〈Pq(N/2)〉 − log2〈Pq(N )〉] vs q for W = 1.05 (delocalized), 1.725 (critical), 2.3 (localized) for p = 0.06,
N = 212, 215, 220; straight lines for small q are fits by q/q∗ − 1. 〈Pq〉 for small q is averaged, as is usual, over boxes of size 4 along the 1D chain
(1). (b),(c) Determination of ξ‖ and ξ⊥ through correlation functions Cav and Ctyp for N = 219. Fitting lines are Eq. (4). (d) Strong multifractal
properties are controlled by ξ⊥. q∗ (continuous lines, N between 215 and 220) and ξ⊥ ln K (circles) vs W for p = 0.06. In the localized and
critical regimes, q∗ ≈ ξ⊥ ln K . Red dotted line is a fit with the critical behavior q∗ = q∗

c − C(W − Wc )ν⊥ , with q∗
c = 0.5, ν⊥ = 0.5, and two

fitting parameters C and Wc. Wc ≈ 1.74 agrees with other more controlled determinations (see [38]). Dashed line is the asymptotic ergodic
behavior q∗ = 1, when N → ∞ for W < Wc.

function [39,65] is dominated by rare branches and thus by
ξ‖, whereas a suitably defined typical correlation function is
controlled by ξ⊥. Lastly, the behavior of spectral statistics at
small energy distance is dominated by bulk localization and
thus by ξ⊥.

A crucial point of our findings is that ξ‖ and ξ⊥ are
associated to two different critical exponents ν‖ ≈ 1 and
ν⊥ ≈ 0.5 which control the finite-size scaling properties
of the different observables close to the Anderson transi-
tion. In particular, we show that ξ−1

⊥ ≈ ξ c
⊥

−1 + ξ−1, with
ξ ∼ (W − Wc)−ν⊥ . Recent theoretical results on MBL point
towards very similar behavior [66–68], with the MBL tran-
sition governed by a similar avalanche process when the
typical decay of matrix elements reaches a universal critical
value. An identical equation describes the approach to the
transition, with the same critical exponent. Up to now, MBL
has always been believed to be somewhat similar to Anderson
localization in random graphs [1,17,18]. Our results make
this analogy more precise and strongly suggest that the two
transitions are in the same universality class. This indicates
that the MBL transition could be clarified with our techniques.

Model. We consider a generic class of random graphs
[69–71] built by taking a one-dimensional Anderson model of
N sites with periodic boundary conditions, and adding �pN�
shortcut links between random pairs of sites (�pN� is the
integer part of pN). The Hamiltonian reads

H =
N∑

i=1

εi|i〉〈i| + |i〉〈i + 1| +
�pN�∑
k=1

|ik〉〈 jk| + H.c. (1)

The on-site disorder is described by random variables εi of
zero mean with a Gaussian distribution of standard deviation
W . The second term describes nearest-neighbor hopping and
the third term the long-range links between (ik, jk ) with
|ik − jk| > 1. Such a graph has locally a treelike structure with
an average branching number K ≈ 1 + 2p and an average
branching distance ≈1/(2p). This type of graph (“small world
networks” [72]) is similar to random regular graphs when

p → 1/2. For all p, it displays loops of typical size ∼log N ,
hence has no boundary, and the diameter (maximal distance
between sites) dN increases as ∼log N , making the system
effectively infinite dimensional. For our numerical investi-
gations we use exact diagonalization of very large sparse
matrices of sizes up to N = 221 with the Jacobi-Davidson
method [73,74], to extract 16 eigenvalues and eigenfunctions
closest to E = 0. We average over 3000–15 000 disordered
graphs depending on N and denote this by 〈·〉.

This model (1) presents an Anderson transition at a certain
value of disorder Wc(p) [71]. Recently, we investigated its
critical properties through finite-size scaling of wave-function
moments Pq for large q > 1 [38]. On the localized side these
moments are controlled by ξ‖ which was found to diverge
at the transition as ξ‖ ∼ (W − Wc)−ν‖ with ν‖ ≈ 1. On the
delocalized side, an ergodic behavior at a scale larger than
a nonergodic volume � diverging exponentially at the transi-
tion as log � ∼ (Wc − W )−κ with κ ≈ 0.5 was found. These
observations agree with the analytical predictions of [59–61].

These results concern the localization length ξ‖. We will
now show that key physical observables, such as multifractal-
ity of wave functions, are controlled by ξ⊥, and highlight its
importance for the critical behavior.

Simple model for ξ⊥. For the finite Bethe lattice, a strong
multifractal behavior [24,65] was predicted to occur at the root
in the localized phase [28,35], that is, for large system sizes,
moments scale as Pq ∼ N−τ ∗

q with

τ ∗
q =

(
q

q∗ − 1

)
for q < q∗; τ ∗

q = 0 for q > q∗. (2)

One has q∗ = q∗
c = 0.5 at the transition [65] and q∗ decreases

with increasing W away from Wc [35].
This behavior can be interpreted as a manifestation of

ξ⊥. Indeed, let us consider a wave function exponentially
localized at the root of a tree with connectivity K and depth
d , with the same localization length ξ⊥ along all the branches.
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For ξ⊥ < 1/ ln K , the moments

Pq =
∑d−1

r=0 Kr[e−r/ξ⊥ ]q[∑d−1
r=0 Kre−r/ξ⊥

]q ∼ N−τ ∗
q , (3)

where τ ∗
q is given by (2), q∗ = ξ⊥ ln K < 1, and N = Kd . Here

the strong multifractal behavior (2) is due to the exponential
proliferation of sites at distance r which compensates, for
q < q∗, the exponential decrease of the localized wave func-
tion. As q∗ = q∗

c = 0.5 at the transition, this model also sug-
gests that the critical behavior is localized with ξ c

⊥ = q∗
c/ ln K

for the Bethe lattice.
Moments. For our model (1), we show in Fig. 1 (left) the

local τ̃q = − d log 〈Pq〉
d log N in different regimes, localized, critical

(W = Wc), and delocalized. In the localized regime, τ̃q clearly
tends when N → ∞ towards τ ∗

q in Eq. (2) with a q∗ < 0.5. q∗
can be determined by a linear fit of τ̃q at small q where finite-
size effects are negligible. In the critical regime the same
behavior is observed, with q∗ ≈ 0.5 = q∗

c . In the delocalized
regime, the behavior clearly tends to the ergodic limit τq =
q − 1 for large N . Indeed, our determination of q∗ at small q
gives 1 in the delocalized phase (see Fig. 1).

Correlation functions. In Fig. 1 (middle) we show the
average Cav(r) = 〈∑N

i=1 |ψi|2|ψi+r |2〉 and typical Ctyp(r) =
exp〈ln(

∑
i |ψi|2|ψi+r |2)〉 correlation functions, calculated

along the one-dimensional (1D) lattice, which can be seen as
a typical branch. In the localized phase, we find

Cav ∼ r−αK−r exp(−r/ξ‖); Ctyp ∼ exp(−r/ξ⊥). (4)

Ctyp gives the typical exponential decay with ξ⊥ along an
arbitrarily chosen branch, namely, the 1D lattice, whereas Cav,
which agrees with [39], is dominated by the configurations
where the rare populated branches coincide with the 1D
lattice, and is thus controlled by ξ‖ (see [75,76] for similar
large deviations in random magnets). At criticality ξ⊥ remains
finite while ξ‖ diverges, hence Ctyp 
 Cav for W � Wc. In the
delocalized regime, Cav ≈ Ctyp, confirming ergodicity.

In Fig. 1 (right) we show the variation of q∗ and ξ⊥ as a
function of W for different system sizes N . In the delocalized
regime W < Wc, q∗ tends towards a plateau at q∗ = 1 (dashed
line), confirming ergodicity, with strong finite-size effects
close to the transition. In the localized regime W > Wc, the
data for q∗ and ξ⊥ ln K agree very well with each other [77].
Thus, as in the simple model (3), we have q∗ = ξ⊥ ln K .
These results confirm that the strong multifractal properties
of wave functions are controlled by ξ⊥, as well as the typical
correlation function. Moreover, q∗ and ξ⊥ ln K are well-fitted
by q∗

c − C(W − Wc)ν⊥ (red dotted line), with q∗
c = 0.5, ν⊥ =

0.5 and only two fitting parameters C and Wc, a critical
behavior that we will derive below.

At this stage, it might seem that the nondiverging value of
ξ c
⊥ implies a weak influence of this length on the transition.

However, we will now show that this is not the case and that
actually the finite-size scaling properties close to the transition
of the key observables discussed above are controlled by the
new critical exponent ν⊥.

Finite-size scaling. To address the critical properties of
the transition, we use a finite-size scaling analysis [78]. This
is well understood in finite dimension [79–82], but requires
some care in random graphs, due to the exponential growth

of the volume with linear size. In Ref. [38], we showed that
surprisingly the moments Pq for large values of q follow a
different scaling depending on the side of the transition. On
the localized side, Pq = Pc

q Flin(dN/ξ‖) with dN = log2 N and
Pc

q ≡ Pq(Wc), indicating a linear scaling, whereas on the delo-
calized side Pq = Pc

q Fvol(N/�) indicating an unusual volumic
scaling. This volumic scaling, together with the observed
ergodic behavior at small W , implies an ergodic behavior for
N � � in the entire delocalized phase W < Wc. In infinite
dimension the two types of scaling are distinct as was also
observed recently for the MBL transition [10].

To describe the finite-size scaling of the Pq for small
q < 0.5, we generalize the scaling assumptions of [38] and
assume a two-parameter scaling function:

Pq

Pc
q

= F (X,Y ), X = dN

ξ
, Y = N

�
, (5)

with ξ and � two scaling parameters. We can then recover
the observed large size behavior given by (2) in the localized
phase W > Wc if we further assume that F in Eq. (5) has the
asymptotic behavior

F (X,Y ) ∼ V (X )−Aq + Y τ c
q ; W > Wc; X,Y � 1, (6)

with A a positive constant and V (X ) ∼ eX the volume associ-
ated with the length X . Since Pc

q ∼ N−τ c
q , with τ c

q given by (2)
for q∗ = q∗

c , then Pc
q V (X )−Aq ∼ N1−q/q∗

with

q∗ ≈
(

1

q∗
c

+ A

ξ

)−1

or
1

ξ⊥
≈ 1

ξ c
⊥

+ A ln K

ξ
. (7)

Together, (5) and (6) give Pq ∼ N1−q/q∗ + �−τ c
q . Thus Pq ∼

N−τ ∗
q , as observed in Fig. 1, which justifies the asymptotic

form (6).
In the delocalized regime, an ergodic behavior Pq ∼

N−(q−1) was found for N � � at large q [38], implying
ergodicity at all q. However, the nonergodic volume � is
exponentially large close to the transition, which leaves room
to a nonergodic multifractal behavior at intermediate scales
and thus a linear scaling [F (X,Y ) ∼ function of X ] associated
with it.

The finite-size scaling of the 〈Pq〉 for q = 0.25 and
p = 0.06 displayed in Fig. 2 shows a very good collapse
with a linear scaling on both sides of the transition. The
asymptotic behavior of the scaling function is well-fitted
by F (X,Y ) ∼ V (X )−Aq [see (6)] with A ≈ 1.9. The scaling
parameter ξ is shown in the inset to diverge at the transi-
tion as ξ ∼ |W −Wc|−ν⊥ , with ν⊥ ≈ 1

2 on both sides of the
transition. This is in striking contrast with the result for
large q > 1 where the localization length ξ‖ diverges with an
exponent ν‖ ≈ 1 at the transition [38]. From (7) we infer that
q∗ = q∗

c − C(W − Wc)ν⊥ with C a constant, in perfect agree-
ment with numerical data (see Fig. 1). These results de-
scribe explicitly how ξ⊥ approaches the finite ξ c

⊥ close to
the transition and are compatible [83] with the results in
Refs. [25,31].

Spectral statistics. The length scale ξ⊥ can also be probed
using the distribution of the ratios r of spacings [84–86]
between consecutive energy levels. The transition manifests
itself through a change from Poisson statistics in the localized
phase to a random matrix distribution in the delocalized
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phase, as seen in Fig. 3, left. We define the parameter ηr
as ηr = 〈min (r,1/r)〉−IP

IWD−IP
where IP = 〈min (r, 1/r)〉 ≈ 0.386 (re-

spectively, IWD ≈ 0.536) for Poisson statistics (respectively,
random matrix statistics). At the transition spectral statistics is
expected [39] to converge to Poisson logarithmically slowly,
which is compatible with our numerical data.

Figure 3, right, shows the result of a finite-size scaling
analysis of ηr for different system sizes N and disorder
strengths W for p = 0.06. The raw data shown in the left
panel are found to collapse after a rescaling of the form
ηr(W )/ηr(Wc) = Flin(log2 N/ξ ) with ξ ∼ |W − Wc|−ν⊥ and
ν⊥ ≈ 0.5 for both sides of the transition. We note that similar
scaling laws were reported in Ref. [87] for the Bethe lattice
and scale-free networks. These results indicate that the behav-
ior at small energy distance (level repulsion) is dominated by
ξ⊥, the localization length associated with ν⊥. Indeed, wave
functions at different but close-by energies are located on
different branches and their overlap is controlled by ξ⊥.

Universality. We have checked [88] that our results are
valid for p up to p = 0.49, which corresponds to random
graphs with K = 1.98, and other types of disorder distribu-
tions. We have also checked that the new critical exponent
ν⊥ does not vary significantly as a function of q < 0.5 and
0 < p < 0.5.

The above analysis is the standard procedure for finite-
size scaling near a second-order phase transition, where the
algebraic divergence of the scaling parameter ξ gives the
critical exponent of the transition. Technically, the scaling
quantity is the observable divided by its behavior at criticality;
for example, 〈Pq〉/〈Pc

q 〉. Then, doing so amounts to subtracting
1/ξ c

⊥ from 1/ξ⊥, and one gets a diverging length scale ξ .
Thus ν⊥ appears as the new critical exponent of the Anderson
transition for the key observables considered.

Conclusion. Our results clearly show that there exist two
different localization lengths in the Anderson transition on
random graphs, ξ‖ describing rare branches and ξ⊥ describing
the bulk, which control the critical behavior of different phys-
ical observables and are associated with distinct critical expo-
nents ν‖ ≈ 1 and ν⊥ ≈ 0.5. On the delocalized side, only one
critical exponent κ ≈ ν⊥ ≈ 0.5 controls the critical behavior

(a)

(b)

FIG. 2. (a) Finite-size scaling of wave-function moments 〈Pq〉
for small q = 0.25 < 0.5. Inset (b) is ξ vs W with the fit
ξ ∼ |W − 1.64|−ν⊥ (solid line), ν⊥ ≈ 0.43. p = 0.06, and N varies
between 29 and 220.

FIG. 3. Spectrum: finite-size scaling analysis of ηr (see text)
for p = 0.06. N = 210 to N = 218. Each symbol is a different size.
(a) Raw data for ηr; inset: example of P(r) (see text) for localized,
critical, and delocalized phases. (b) Collapse of the data after a
rescaling of the form ηr(W )/ηr(Wc ) = Flin (log2 N/ξ ) with ξ the
scaling parameter; inset: ξ vs W across the transition at Wc = 1.65.
Solid lines are ξ ∼ |W − 1.65|−0.49 (delocalized branch) and ξ ∼
|W − 1.65|−0.51 (localized branch).

of all observables considered. This clarifies the nature of the
Anderson transition in the limit of infinite dimensionality,
which remains, for the bulk properties, a continuous, second-
order phase transition, while rare events, characteristic of ran-
dom graphs, are responsible for the discontinuous properties
described up to now. We further note that in finite dimension,
the localization length critical exponent tends to 0.5 in the
limit of large dimensionality [89], suggesting that the rare
branch mechanism may be absent in large finite dimension
(see also [64]). An interesting perspective is to investigate
with these techniques the nonergodic delocalized phase which
has been demonstrated in other models [33,35,41,51] and
where another critical exponent 1 has been found [33,51].
Moreover, recent results in the MBL transition [68] predict a
typical localization length which follows exactly our Eq. (7).
This strongly suggests that the Anderson transition on random
graphs is in the same universality class as the MBL transition.
Our approach could thus be used to characterize the critical
behavior in this important problem.
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