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Qualitative research methods have provided key insights in physics education research (PER) by drawing on
non-numerical data such as text or video data. While different methods towards qualitative research exist, they
share two essential steps: recognizing patterns in the data and interpreting these patterns. Although these
methods have led to the development of rigorous theory, there are challenges: As such methods require a series
of judgments by the analyst, they are difficult to validate and reproduce. Further, they are hard to scale so that
they are unavailable to the analysis of large-scale data. In this way, important phenomena may remain
inaccessible to qualitative analysis. Reacting to these challenges and leveraging the potential of emerging
methods of artificial intelligence (AI) such as machine learning and natural language processing, sociologist
Nelson has proposed the concept of computational grounded theory (CGT). CGT proceeds in a process of
three consecutive steps: In the first step, one leverages the power of computational techniques, especially
natural language processing and unsupervised machine learning techniques, for pattern detection in large
datasets—those of a size and scope that may prohibit human-driven analysis from the outset. In the second
step, one relies on the integrative and interpretative capabilities of human researchers to add quality and depth
to the quantity and breadth of the first step. In the last step, one again uses computational techniques to test the
extent to which the detected and refined patterns from the first and second step hold throughout the whole
dataset under investigation. Interestingly, CGT does not aim at simply automating parts of the qualitative
process by using Al, but rather aims at integrating Al into the human analyst’s workflow within a qualitative
analysis. This leads to an analytical system that can do something that is quantitatively and qualitatively
different from what a human or machine can do alone. In this way, CGT aims at addressing questions about
validity, reproducibility, and scalability in qualitative research while preserving the theoretical sensitivity and
unique inferencing capabilities of the human analyst. In this paper, we provide a primer on CGT, present how it
can be used to investigate the physics problem-solving approaches of N = 417 students based on textual data,
and discuss CGT’s potentials and challenges in PER. In consequence, this paper can provide critical input to
the discussion of how emerging Al technologies can provide new avenues in qualitative PER.
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I. INTRODUCTION

Qualitative research methods have provided key insights
in physics education research (PER). The rich descriptions
of phenomena such as students’ (mis-)conceptions [1],
teachers’ epistemic cognition [2], expert-novice differences
in physics problem solving [3], or the lived experiences of
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women in physics [4,5], already providing valuable
insights in their own right, are fundamental to the develop-
ment of substantive theory. In this way, qualitative research
often enables later quantitative work such as the develop-
ment of concept inventories and other test instruments [6].

Qualitative research methods can provide these insights
as they draw on non-numerical data such as text or video
data. While different approaches towards qualitative
research exist [7,8], they share two essential steps: recog-
nizing patterns in the data and interpreting these patterns.
Both steps require an analyst with expert knowledge and
hermeneutic skills, especially in applications in which the
patterns and interpretations emerge inductively from the
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data, i.e., researchers code and interpret data without
a priori existing codes, such as in grounded theory. In
PER, inductive qualitative methods are commonly used,
e.g., in the context of investigating students’ (mis-)con-
ceptions or reasoning [1,9,10]. While these methods have
led to the development of rigorous theory, e.g., knowledge
in pieces [10], there are challenges. As these methods
require a series of judgments by the analyst, they are
difficult to validate and reproduce [11]. Further, they are
hard to scale so that they are unavailable to the analysis of
large-scale data, e.g., chats in online learning environments.
In this way, important phenomena may remain inaccessible
to qualitative analysts.

Recently, sociologist Nelson [12] has advanced an ana-
lytical framework that aims at answering these challenges by
integrating artificial intelligence (AI) techniques such as
machine learning (ML) and natural language processing
(NLP) into the qualitative data analysis process: computa-
tional grounded theory (CGT). CGT aims at using processing
power and pattern recognition abilities of computers and
integrate them with the theoretical sensitivity of the human
analyst. This integrative idea is echoed by other work calling
for distributing tasks in the data analysis process between
human and computer so that they can complement each other
in science education research [13,14].

In this paper, we present an applied example of CGT to
probe the potentials and challenges of CGT in the context
of PER. Specifically, we use CGT to investigate how
students, and particularly participants of the Physics
Olympiad, engage in physics problem solving.

II. BACKGROUND—QUALITATIVE
RESEARCH METHODS

While qualitative methods are by no means limited to
text as a data source, text is one of the most prevalent
modalities of data used in qualitative PER. Therefore, and
because CGT is most conveniently applied to textual data
as fitting computational tools are widely available, and also
because we draw on textual data in the applied example
which we will present, we place a focus on text analysis in
the background section. However, the argument for CGT
specifically and the argument for distributing tasks between
human and computer in the data analysis process more
broadly pertain to other modalities of data such as audio or
video data as well [15].

A. Text analysis

Text is considered an important data source in PER. In
general, two broad approaches to text analysis are differ-
entiated: qualitative and quantitative approaches.

Qualitative approaches typically employ an interpreta-
tive epistemic stance which acknowledges that reality and
its meaning are the product of a context-dependent process
of social co-construction. In this way, the rich descriptions

of phenomena that qualitative methods produce are often
fundamental to the development of abstract but data-driven
theory [16]. Unfortunately, the application of qualitative
methods in this way is typically very time consuming,
limiting the amount of text that can be considered in such
an analysis. This leads to methodological limitations. First,
when only a small sample of text can be considered, there is
a relatively large risk that the selected sample of text does
not adequately cover the range of phenomena. For example,
if one wants to investigate students’ conceptions in a
domain from open-ended answers, the sampled answers
may simply not include the full range of existing con-
ceptions. It is important to note that this limitation does not
arise from the data not being available as collecting more
open-ended answers from students is typically not the
problem. Rather, the time and resources of researchers are
limited. Second, there is an epistemic limitation regarding
phenomena that only exist or become visible in large
datasets [17]. Language data is described by long-tailed
distributions. This means that, for a given language, there
exists a set of words (and therefore phenomena) that occur
frequently in language data, however, there exists a much
larger set of words (and phenomena) that have a low
probability of occurrence [18,19]. Therefore, rare phenom-
ena eventually only occur in large text corpora which is
why it is generally not sufficient to analyze only small
samples to identify underlying patterns in textual data.
Last, the decisions and subjective judgments of the
researcher that are part of the analysis process can make
it challenging to validate and reproduce the results of
qualitative analyses [11].

Quantitative approaches to text analysis are typically
easier to reproduce as the procedure is well documented in
the form of computer code. Further, decisions in the
analytical process, e.g., for the number of topics in topic
models,' can often be justified on the basis of information
theoretical criteria [21,22]. In addition, the processing
power of computers allows for the analysis of large,
unstructured textual data [23,24]. However, quantitative
methods face the issue that the results of an analysis such as
distributions of words over documents or syntactic net-
works do not speak for themselves [20]. In other words, just
as qualitative approaches, quantitative approaches also
require a substantial amount of human interpretation. At
the same time, the complexity of modern quantitative
approaches leads to an increased risk of researchers using
methods in inadequate ways or misinterpreting the results
which challenges the validity of the findings [25]. Further,
when textual data is reduced to statistics in quantitative

lTopic models are probabilistic models that assume that texts
consist of a mixture of topics. Fitting a topic model to a set of
texts results in a description of the topics based on the words that
define a topic and the prevalence of each topic in a given text. See
[20] for more details.
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analyses, important and contextual factors may get lost or
nonexisting relationships may be suggested [26,27].

In summary, a picture emerges where the potentials and
challenges of qualitative and quantitative methods for text
analysis are at least partly complementary. In this light, the
integration of quantitative, i.e., computational, and quali-
tative analytical procedures into an overarching analytical
framework appears promising [13]. With CGT, Nelson [12]
has introduced such a framework.

B. Computational grounded theory

Computational grounded theory as developed by
Nelson [12] combines human analytic power and artificial
intelligence-based methods such as natural language
processing and machine learning within three consecutive
steps: pattern detection, pattern refinement, and pattern
confirmation (see Fig. 1).

In the pattern detection step, quantitative text analysis
methods, especially from NLP and ML, are used in a
complementary way for pattern detection in datasets
prohibitively large for human analysis (see Fig. 2). NLP
is the scientific field that utilizes computers to analyze,
understand, and generate human (i.e., natural) language,
oftentimes using technologies related to ML. As such, NLP
provides models and techniques to systematically analyze
natural language. This includes pretrained language models
that are typically trained on massive linguistic corpora such
as the Common Crawl corpus or Wikipedia. Such pre-
trained language models allow to transform textual data
into numerical data which can then be processed using
(more or less standard) quantitative methods. For example,
sentences in a text corpus can be mapped to numerical
vectors (of generally high dimensionality) which capture
parts of the sentences’ meanings (see upper part of Fig. 2).
These numerical representations of sentences in the form of
vectors are referred to as sentence embeddings and can
easily be processed in further downstream tasks such as
pattern detection through ML techniques [28]. ML is the
scientific field mainly devoted to computational algorithms
that can either learn the association between input data and
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Schematic representation (adapted from Kubsch et al. [13]) of the three steps of CGT based on Nelson [12].

corresponding labels (supervised ML) and algorithms that
can identify patterns in unlabeled data (unsupervised ML).
In both cases, predictions for new data can then be made on
the basis of the learned association or on the basis of the
identified patterns. Specifically, unsupervised ML tech-
niques can be used to detect patterns in textual data, e.g.,
through clustering algorithms (see lower part of Fig. 2).
Thus, NLP and unsupervised ML techniques complement
each other for pattern detection in textual data: NLP
techniques provide numerical sentence embeddings which
can then be clustered through unsupervised ML techniques
(see Fig. 2).

These detected patterns form the basis for the next step of
pattern refinement. Through a process of “computationally
guided deep reading of the text” [12], the patterns (e.g.,
clusters) found in the pattern detection step are interpreted
by the human analyst, adding quality and theoretical depth
to the quantity and breadth of the first step’s results, i.e.,
through deep reading of representative texts for specific
patterns, the human analyst can generate a description of
the patterns driven by substantive theory. These first two
steps are potentially iterative, i.e., the results of the pattern
refinement step may lead to a revised pattern detection step
which prompts a new pattern refinement step, incremen-
tally refining the interpretations of patterns until conver-
gence is reached.

The last step, pattern confirmation, aims at testing that
the patterns found and interpreted during the computation-
ally guided deep reading in the first two steps are not an
artifact of a specific NLP or ML technique or a biased
interpretation by the human analyst. In other words, the
extent to which the detected and refined patterns hold
throughout the whole dataset is tested. For this purpose,
supervised ML techniques that learn the association
between the textual input data (more precisely their
numerical sentence embeddings) and their associated
cluster labels can be used. If the supervised ML technique
is able to correctly predict cluster membership of sentences
to a high degree, this will be regarded as an indicator that
the identified patterns hold throughout the whole dataset. If
the identified patterns do not hold throughout the whole
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FIG. 2. Schematic representation of how natural language processing and machine learning serve as complementary tools for pattern

detection in a sentence corpus.

dataset, one should use explanatory model analyses [29] and
explainable Al techniques [30] to investigate this issue. This
can then inform the (potentially iterative) revision of the
pattern refinement step and—if necessary—the pattern
detection step. Furthermore, the trained supervised ML
model provides an algorithmic representation for automatic
coding of new unseen textual data (taken from the same
context). This could then be used by other researchers,
however, generalizability of this automatic coding on unseen
data should be checked first before confidently applying it.

When one compares CGT with traditional qualitative
approaches, the iterative back and forth between the pattern
detection and pattern refinement step is what sets CGT
apart from traditional approaches the most. The pattern
refinement step itself is very similar to traditional content
analysis and the pattern confirmation step is very similar to
establishing interrater reliability in qualitative analyses. In
the back and forth between the pattern detection and pattern
refinement step, however, the selection and contextualiza-
tion of the material for analysis is guided by the computer.
In a traditional approach, the analyst would engage differ-
ently with the material, often in a way guided by the
structure of the material itself. Thus, computational

guidance in CGT allows us to engage with very large data
where lacking resources prohibit or limit traditional quali-
tative approaches. This guidance can lead to the analyst
engaging differently with the data as how the material is
approached is determined through the results of the
computational pattern analysis and not by the decision
of the analyst or the structure of the material. This way of
engaging with the data may lead to insights which would
have been unlikely to result from a traditional analysis.

Overall, CGT provides a framework that can help to avoid
biased interpretations of qualitative data by human analysts
and (too) shallow interpretations of qualitative data based
only on quantitative properties. At this point, it is important to
note that biased interpretations are not avoided because the
quantitative approaches are bias free [31-33]. It is rather the
iterative back and forth between human analyst and computa-
tional analysis that leads to this property of CGT.

III. AN APPLIED EXAMPLE

In the last section, we laid out the potentials that
computational grounded theory offers as a framework
for text analysis—a major and often challenging branch
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within qualitative methods. The main argument, however,
holds for qualitative methods more generally: While there
are various approaches to qualitative data analysis, at some
point patterns are detected in the data. For human analysts,
this step of pattern detection provides challenges, e.g., bias
may slip in, subtle patterns may be hard to detect in large
datasets, and some datasets are prohibitively large for
human analysis. Specifically, with digital technologies
on the rise we can expect educational (unstructured) data-
sets to become increasingly larger [34]. Artificial intelli-
gence techniques such as natural language processing and
machine learning have the potential to support human data
analysts in the pattern detection step in large datasets. In
this way, CGT provides a framework for integrating
artificial intelligence-based methods into the qualitative
data analysis process in a complementary way.

In this section, we will apply CGT to a PER problem.
The analysis will highlight how CGT originally developed
in sociology can be applied in PER and serve as a basis to
discuss the potentials and challenges of CGT in PER—and
the use of artificial intelligence in qualitative PER more
generally. Specifically, we use CGT to investigate how
students participating in the Physics Olympiad engage in
problem solving and to what extent their approaches differ
from students that do not participate in the Physics
Olympiad.

In the next section, we first provide a brief overview of
the relevant literature on problem solving in physics as well
as its assessment and describe the context in which the
textual data was gathered before diving into the actual
application of CGT.

A. Research on problem solving in physics

Physics problem solving is recognized as an important
ability to master when studying physics or engaging in a
physics career [35,36], which is why it represents an
important research topic in PER [22,37,38]. In the follow-
ing, we consider problem solving for well-defined (i.e.,
textbook-style) physics problems. Those are problems in
which students are confronted with an initial physics-
related situation (e.g., throwing an object) and a goal state
(e.g., determining the maximum height). The process of
transforming the initial state to the goal state if the path to
that goal is unknown is referred to as problem solving [39].

To model students’ approaches to physics problem
solving, researchers devised generic process models for
solving well-defined physics problems that outline sequen-
tial phases in the problem solving process. These process
models differentiate several phases in the problem solving
process [40-42]. Even though all process model differ from
each other to some extent, they all include a common core
consisting of the phases: problem representation, strategy
selection, execution of the strategy, and evaluation of the
solution [40,42,43]. Adequately representing a problem is

considered the crucial phase in problem solving [41] and
requires processing lexical information as well as utilizing
assumptions, idealizations, and physics concepts [44]. This
phase of problem representation therefore involves trans-
forming the given situation into a representation that makes
sense from a physics point of view [40,41]. After the
problem representation, problem solvers have to plan their
solution strategy. Problem solvers can either access long-
term memory problem schemata, i.e., abstracted solution
procedures based on worked out examples on similar
problems [3] or use their problem representation to more
explicitly plan their solution [40]. Afterwards, the planned
solution has to be executed. In physics, this typically
involves quantitative aspects such as algebraic transforma-
tions and considerations on how to obtain relevant physical
quantities [40]. Finally, the executed solution needs to be
evaluated. These evaluations, for example, relate to check-
ing for consistency of the solution with conservation laws,
symmetries in the problem, or checking units of the
solution [40].

Researchers particularly used expert-novice differences
to understand differences in students’ problem-solving
approaches with the caveat that expert-novice dichotomies
should not be considered mutually exclusive binary cat-
egories but rather a continuum that helps understanding
group differences and hence provide diagnostic value.
Compared to novices, expert problem solvers in physics
were found to spend more time on representing the problem
qualitatively based on fundamental physics concepts and to
use more physics-specific assumptions and idealizations
before applying mathematical operations [3,41,45,46].
Experts were found to have more conceptual knowledge
elements than novices and to predominantly use problem
schemata when solving problems while novices rely on
single conceptual knowledge elements [47-49]. Previous
research further established that experts and novices use
different strategies to solve physics problems. Novices
often start to solve problems by directly using mathematical
operations and equations [42] without developing an
adequate problem representation first [50].

Researchers commonly utilized language artifacts such
as protocols (e.g., cognitive interviews or think-aloud
studies) or constructed responses (e.g., written texts) to
analyze students’ problem-solving approaches since
language-involved assessment formats can elicit important
(qualitative) reasoning and knowledge of students [41].
Because of the generic nature of problem-solving process
models and expert-novice differences, they are rather
unspecific to the particulars of a specific physics problem
at hand [51]. It would be desirable to employ principled and
data-driven discovery methods that could systematically
analyze constructed response formats (such as natural
language data) while simultaneously accounting for a
greater variety of students’ problem-solving approaches.
CGT may present a method of choice in this regard.
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B. Example context

The applied example draws on data from a larger inves-
tigation into student science competitions (WinnerS) includ-
ing the German Physics Olympiad [52]. Students who
participated in the Physics Olympiad could voluntarily
participate in a concurrent online study where they were
asked to engage in a set of problem-solving tasks including
the well-defined physics problem presented in Fig. 3.
Moreover, data from a control group consisting of students
who did not participate in the Physics Olympiad but were
comparable in terms of school type and grade level were also
collected butin a classic pen-and-paper format. As part of this
study, students in both groups were given the following
problem-solving task (translated from German to English)
which also included the illustration presented in Fig. 3:

A very small mass slides along a track with a
vertical loop (see figure). The mass starts from a
height above the highest point of the loop.
Assume the motion to be frictionless. Determine
the minimum starting height above the lowest
point of the loop necessary for the mass to run
through the loop without falling down. Describe
clearly and in full sentences how you would solve
this problem and what physics ideas you would
use.

This task represents a typical, well-defined mechanics
problem which—with variations—can be found in various
physics textbooks [53]. By making simplifying assump-
tions (point mass, no friction, no rotation, loop is circular)
and identifying the relevant physics concepts (conservation
of energy, weight acting as centripetal force at highest point
in loop), this problem can be solved using low-level
mathematical operations.

Even though the problem instruction and solution space
are rather well-defined, students’ constructed responses
exhibit variability, as is typical for language-based

mass

""'-.." direction of motion

vertical loop

FIG. 3. Tllustration of the vertical loop including the track of the
sliding mass.

assessment even for simple instructions [54]. Language
was coined to be ambiguous, noisy, and unsegmented [55].
Hence, we can expect any language products to expose a
variety of expressions, terms, and text organizations that
cannot easily be captured by holistic coding approaches
[51,56]. To give an impression of the variability within
students’ textual descriptions of their problem-solving
process, we decided to present three sample desc:n'ptions.2

Student 1: The mass should start from a point above
the top of the loop to have enough
momentum. The ball is then pressed
against the track and cannot fall down.
The mass performs a circular motion
within the loop. At the upper point, the
gravitational force must be equal to the
centripetal force. The centripetal force
can be calculated using the speed of the
mass. This speed, in turn, can be calcu-
lated with the law of conservation of
energy as the potential energy of the mass
is converted into kinetic energy. In doing
so, I assume that friction is negligible.
First, calculate E,, using m - g- Ah,
then let the ball roll, i.e., EpOt becomes

Student 2:

Student 3:

smaller, Ey;,, becomes larger (1/2 mv?).
At the point at the top, Ey;, must be
greater than the force pulling the ball
downwards (F = m - g) in order to not
fall down.

The sample descriptions also illustrate that the length of
students’ textual descriptions generally varies. In fact, in
language analytics, text length is among the most predictive
features for the quality of texts [57]. However, text length is
not very informative and should be substituted by more
substantive features. In particular, there exist major content-
related differences between students’ textual descriptions,
1.e., students address different ideas within their textual
description. Student 1, for example, directly states a
solution with a short justification. However, this student
did not adequately describe which physics ideas were used
in deriving this solution. Student 2, on the other hand,
emphasizes on physics ideas and (re-)states assumptions
(i.e., circular motion within loop, no friction). Student 3
also focuses on physics ideas, however, this description is
strongly interspersed with formulas. In particular, symbols
of physics quantities are used as abbreviations for the
corresponding quantity, e.g., Ey, is used interchangeably
for the potential energy of the mass. The three sample
descriptions alone convey a first impression of how

*The original German texts contained varying amounts of
spelling mistakes which were ignored for the translation into
English.
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FIG. 4. Visualization of the data preprocessing process which includes elements of NLP.

differently students engage in solving a typical physics
problem. Moreover, it becomes evident that each descrip-
tion incorporates a different number of themes. Thus, when
we intend to understand how students engage in physics
problem solving, we cannot consider a student’s descrip-
tion as one fixed unit, but have to consider it as being
composed of several parts encompassing different
themes [56].

C. The three steps of computational grounded theory

1. Pattern detection using human-centered
computational exploratory analyses

Similar to traditional coding in qualitative data analyses,
the first step of CGT also aims at detecting categories (or
topics, themes, patterns, clusters, etc.) in a larger text corpus.
However, in the context of CGT, not the researcher alone is
trying to detect relevant categories in the text corpus as the
researcher is supported through computational exploratory
analysis techniques. However, to make the text corpus
available to computational analyses, it needs to be prepro-
cessed using NLP techniques. Specifically, all data (pre-)
processing and analyzing was conducted using the free,
widely used, and open source programming language
Python [58].

(a) Data preprocessing.—To make students’ raw textual
descriptions processable for diverse kinds of computational
analysis techniques, each text answer must be transformed
into a numerical representation which is referred to as an
embedding (see Fig. 4 for a visualization of the data
preprocessing process). In line with standard NLP proce-
dures and in accordance to the examination of the three
sample descriptions in the last section, we concluded that a
single student answer generally comprises different themes.
Therefore, it seemed reasonable to break each student
answer down into single segments such that each segment
is assumed to relate to a specific theme. For practical
reasons, we decided to split the student answers into single
sentences as there exist tools that automatically perform
this task. Specifically, we used a pretrained German
language model [59] reporting a precision of 95% for
sentence segmentation. Even though performing this task
by hand is even less prone to error, it costs quite some time
and is hardly scalable when processing large amounts of
lengthy textual data. As a next step, all sentences which
consisted of less than 20 characters were removed as we

assumed that generally meaningful sentences are of greater
length. Consequently, short noninformative sentences such
as “No idea.” or “I don’t know.” were removed from the
sentence corpus. Furthermore, this approach also tackled
another issue: Often, students interspersed their responses
with an elaboration of physics concepts through math-
ematical formulas. However, the used language model for
sentence segmentation was trained using newspaper and
Wikipedia articles which is why formulas and equations
were not always handled effectively by the model. More
precisely, formulas and equations in students’ textual
descriptions were on some occasions torn apart resulting
in sentence fragments such as “r =", “E”, and “m- g - h”.
Such fragments were generally of small length and there-
fore desirably removed by this step. However, a large share
of sentences including formulas and equations was cor-
rectly extracted and therefore remained within the sentence
corpus for the upcoming analyses.

After data preprocessing, a total of 1127 sentences
belonging to the textual descriptions of N = 417 students
(41% identified as female; grade level: M = 11.1, 5D = 0.8)
remained. From the overall 417 textual descriptions, 145
(35%) belonged to the group of Physics Olympiad partic-
ipants (30% identified as female; grade level: M = 11.1,
SD = 1.0), while the other 272 (65%) descriptions belonged
to the group of nonparticipating students (47% identified as
female; grade level: M = 11.0, SD = 0.7). The length of

Physics Olympiad participants

125 —
B nonparticipants
100 —
75 —
25 - I -
—_—

counts

| I | I | I | I I
1 2 3 4 5 6 7 8 9

no. of sentences per student's textual description

FIG. 5. Frequency distribution showing the number of senten-
ces per textual description.
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FIG. 6. Visualization of the process for obtaining an appropriate clustering solution using the dimension reduction procedure UMAP

and the clustering procedure HDBSCAN.

students’ textual descriptions showed high variability and
shorter descriptions occurred more frequently than longer
descriptions (see Fig. 5; No. of sentences per textual
description: M =2.7, SD = 1.8). A first comparison
between Physics Olympiad participants and nonparticipants
revealed that Physics Olympiad participants wrote on aver-
age more sentences per description (M = 3.6, SD = 2.1)
than nonparticipants (M = 2.2, SD = 1.4).

(b) Generating sentence embeddings.—To tackle our
research problem, the preprocessed data in the form of a
sentence corpus must be transformed into some numerical
representation which can then be used to detect patterns by
applying quantitative methods (see Fig. 2). For this
purpose, a variety of NLP methods are available—from
simple bag-of-words models [60] up to more elaborated
pretrained language models [28].

For our study, we used the Python framework and
corresponding open-source library SentenceTransformers
[61] as well as the pretrained language model German
BERT [62-64] to handle students’ textual descriptions in
the German language. As schematically illustrated in
Fig. 2, each of the 1127 sentences is transformed into a
high-dimensional vector which encompasses the sentence’s
meaning. More precisely and technically speaking, all
sentences were embedded into a 768-dimensional vector
space, i.e., each sentence was mapped to a vector with 768
components.’

(c) Exploratory computational analysis.—We strive to
cluster sentences based on their corresponding sentence
embeddings. In order to obtain an appropriate clustering
solution, a combined approach consisting of dimension

*The dimension of the embedding space is predefined by the
used pretrained language model.

reduction followed by clustering was employed (see
Fig. 6).

We first inspected the nature of the data at hand. As a
reminder, we had 1127 sentence embeddings—which may
appear to be a lot already. However, these 1127 embeddings
exist within a 768-dimensional embedding space. This
poses a serious problem, as with increasing dimensionality,
the volume of the embedding space increases exponentially
fast so that the available data quickly become sparse (curse
of dimensionality, see, e.g., Ref. [65]) which, furthermore,
impedes locating dense clusters. Moreover, language and
language data can be regarded as a complex dynamical
system. Such systems often exhibit the relevant dynamics
only in a few dimensions of their respective phase space
[66] which in the case of language data can be considered
the embedding space. Hence, we decided to initially
perform a dimension reduction technique to find the
lower-dimensional space that exhibits the relevant dynam-
ics or language features in order to increase the perfor-
mance of subsequent clustering approaches [67].

For this purpose, we applied a nonlinear dimension
reduction technique called uniform manifold approxima-
tion and projection (UMAP) instead of relying on tradi-
tional linear dimension reduction techniques (such as
principal component analysis or factor analysis) since there
exists no argument (to our knowledge) that embeddings of
sentences from the same topics can be described by linear
subspaces within the high-dimensional embedding space.
UMAP as a nonlinear technique seeks to simultaneously
preserve the local structure of the embeddings while also
revealing the global structure [68]. Specifically, it was
shown that UMAP could remarkably improve the perfor-
mance of well-known clustering procedures [69]. More
precisely, the researcher specifies the target dimension of
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this dimension reduction technique by selecting a value for
the hyperparameter n_components [70]. We chose the
dimension of the reduced embedding space as five similar
to Wulff ef al. [71] who performed similar analyses with a
comparable dataset and retrieved well-interpretable and
robust clusters. So UMAP provided us with five-dimensional
reduced embeddings.4

Having reduced the dimension of the sentence embed-
dings, we intended to identify clusters in the newly
obtained five-dimensional embedding space. At this point,
the researcher must decide for one of many possible
clustering procedures (e.g., K-means, hierarchical agglom-
erative clustering, etc.). The decision for a specific pro-
cedure depends on diverse aspects, e.g.: Is hard or soft
clustering preferred? Must every sentence be categorized to
a cluster or are “uncategorized” sentences allowed? Is the
number of clusters that ought to be detected known
beforehand?

For the applied example, we decided to use hierarchical
density based spatial clustering of applications with noise
(HDBSCAN; see [72—74]). This choice was made for two
practical reasons: First, HDBSCAN does not require a
predefined number of clusters which ought to be detected in
the data. As our approach is exploratory by nature, we did
not know a priori how many clusters to expect and also did
not want to bias the clustering outcome by a priori
specifying a concrete number of clusters. Second, this
procedure does not compulsively assign all sentences
(embeddings) to a cluster as nonassignable data are allowed
to exist. The existence of such so-called noise data is
particularly suitable for our purposes as students’ textual
descriptions of their problem-solving approaches are typ-
ically noisy in the sense that some sentences are difficult to
categorize. For example, ca. 15% of text segments in a
similar study on physics problem solving by Docktor et al.
[51] were not captured by their coding manual. In general,
HDBSCAN searches for dense regions of data within the
embedding space. More figuratively speaking, this cluster-
ing procedure tries to find islands of higher density amidst a
sea of noise where the sea level can be adjusted by
HDBSCAN’s hyperparameters, i.e., parameters that must
be specified before applying the procedure.

There are two hyperparameters in HDBSCAN which
are particularly important for the researcher. First, the
researcher must decide on a minimum cluster size (min_
cluster_size) which acts as a threshold distinguishing real
(dense) clusters from noise. There exists no concrete advice
for specifying this parameter in the literature, however, we
propose two advices that might help researchers who intend
to apply this method. First, it is known that choosing a too

*A sensitivity analysis at the end of the pattern detection step
revealed that increasing the dimension of the reduced embed-
dings notably increased computation time, however, similar
clusters emerged.

small value for this parameter results in too many small
clusters that are often hardly distinguishable from noise
while too high values result in only few quite large clusters
(see Supplemental Material, Part A [75]). Therefore, we
first advise that this parameter should be chosen some-
where in-between these two extreme cases. Second, the
researcher should think about the minimum number of
sentences needed in a cluster to reliably interpret those. In
the applied example, we decided that there should be at
least 15 sentences per cluster to make sense of them. Other
researchers, however, might choose a different value for
this hyperparameter based on the characteristics of their
data and research question.

Second, the researcher can also control to some extent
how conservative the clustering will be by altering the
hyperparameter min_samples. By default, the value of this
parameter equals the value of min_cluster_size. Manually
increasing min_samples results in a more conservative
clustering, i.e., more points would be declared as noise
and clusters would be restricted to even more dense
regions, while decreasing this hyperparameter results in
a less conservative clustering, i.e., less noise and likely a
greater number of clusters. We decided against such a less
conservative clustering (and hence used the default value of
min_samples) based on the following reasoning: Both more
and less conservative clustering can accurately cluster
sentences that are clearly related in content. They differ,
however, in their handling of noisy sentences, i.e., senten-
ces that HDBSCAN cannot straightforwardly categorize
into a specific cluster. More conservative clustering does
not force such sentences into a specific cluster and declares
them as belonging to the noise category, leaving them for
human intervention in the second CGT step of pattern
refinement (see Fig. 1). Contrary, by applying a less
conservative clustering, HDBSCAN more frequently forces
such noisy sentences into a specific cluster. We now argue
that a human coder (typically familiar with the domain) is
superior in accurately categorizing noisy sentences com-
pared to HDBSCAN, because a human coder possesses
relevant domain knowledge in addition to hermeneutic
skills while HDBSCAN solely relies on domain-unspecific
sentence embeddings. Thus, it makes more sense to apply a
more conservative clustering (i.e., better interpretable, less
noisy clusters and a larger noise category for human
intervention) than a less conservative clustering (i.e., less
interpretable clusters because HDBSCAN forced more
noisy sentences into clusters). For exploratory reasons,
we nevertheless applied the least conservative clustering by
setting min_samples to its smallest possible value (see
Supplemental Material, Part A [75]).

An issue results from the dimension reduction technique
UMAP as it incorporates a stochastic component resulting
in slightly different embeddings from run to run. These
slightly different embeddings, in turn, result in slightly
different clustering solutions using HDBSCAN, i.e., the
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FIG. 7. Frequency distribution of the number of clusters within
the 1000 different clustering solutions.

total number of clusters as well as the specific form of
clusters varies. However, specific outcomes can be repro-
duced by fixing the random seed parameter of UMAP. In
practice, in order to obtain a clustering solution in which all
frequently occurring clusters appear, we did the following
(see also Fig. 6): First, using different random seeds, we
applied UMAP directly followed by HDBSCAN for n =
1000 runs. This resulted in 1000 different clustering
solutions. Second, we examined how often solutions with
a specific number of clusters appeared. Results are depicted
in Fig. 7 and show that solutions with ten clusters appeared
the most (i.e., ten is the mode of the distribution in Fig. 7).
Third, 20 of those clustering solutions having ten clusters
were randomly sampled and visually inspected using two-
dimensional embedding plots while taking the similarity in
the three most relevant words per cluster into account (for a
more detailed description of this visual inspection, see

Supplemental Material, Part B [75]). Alternatively, more
rigorous and data-driven procedures can be constructed,
however, identifying corresponding clusters across solu-
tions is not trivial, specifically if a cluster in one solution is
split into two or more smaller clusters (i.e., constituting
clusters) in another solution. Hence, we decided to rely on a
more visual inspection of clustering solutions which is
largely unambiguous if there are only few and largely
separable clusters (as in our applied example). For
obtaining two-dimensional embedding plots, the original
(768-dimensional) sentence embeddings were reduced to
two dimensions using UMAP, while keeping the assigned
cluster labels by HDBSCAN on the reduced five-dimen-
sional embeddings. The three most relevant words per
cluster in each solution were determined using TF-IDF
scores (see next section). Following the visual inspection
procedure, we identified 12 constituting clusters that
occurred frequently among the inspected 20 solutions,
i.e., clusters formed by merging constituting clusters were
not considered. We decided to consider all these 12
constituting clusters for further investigations as consider-
ing more clusters may give rise to interesting findings
which a human might overlook when reading larger text
corpora. Moreover, if some of these clusters proved useless
further on, they could be discarded or merged together in
the second step of CGT. Thus, a clustering solution
consisting of the 12 previously identified constituting
clusters was chosen for the upcoming analyses.

The chosen clustering solution is graphically represented
in Fig. 8 using a two-dimensional embedding plot in which
the identified clusters are highlighted in colors. Even in two
dimensions, the structure of the five-dimensional clusters
seems to be preserved. Moreover, a condensed tree plot of
the final clustering solution is shown in Fig. 9. Such
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FIG. 8.

Representation of detected clusters within a two-dimensional embedding space. Overall, eleven clusters labeled from 0 to 10

and an additional noise cluster labeled as —1 were detected. Black bordered points represent cluster centroids.
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FIG. 9. Condensed tree plot of the final clustering solution.

condensed tree plots visualize the cluster hierarchy, i.e.,
they illustrate data-based similarities between the detected
clusters. Specifically, the vertical position of a parent
branch from which two clusters emerge represents a
measure for the data-based similarity of both these clusters
(see left axis of Fig. 9). For example, the parent branch
connecting clusters 9 and 10 is located furthest down which
means that both these clusters are the most similar among
all detected clusters. The next two most similar clusters are
then clusters 5 and 6. These data-based similarities gen-
erally translate to semantic similarities when interpreting
the detected clusters. However, they can also be misleading,
i.e., two clusters may mainly use similar words resulting in
higher data-based similarity even though the clusters differ
essentially in meaning. Therefore, there exists no precise
rule prescribing in which case two clusters must be merged
based on the tree plot. In other words, a condensed tree plot
should not be considered the driver for the decision on
merging clusters. Rather, hypotheses for meaningful merg-
ing should be formulated by the human analysts with
regards to the research problem based on deep reading and
substantive theory, and then buttressed in a data-based way,
for example, by using condensed tree or embedding plots.
This way, condensed tree plots represent a helpful tool in
the sense of triangulating evidence when thinking about
merging clusters in the following pattern refinement step
of CGT.

2. Pattern refinement using
human-centered interpretation

In the second step of CGT, the focus shifts from
detecting clusters to qualitatively analyzing them with
the aim to confirm the clusters’ plausibility, add interpre-
tation, and potentially refine the clusters [12]. In this step,
the researchers used inductive qualitative content analysis,
i.e., they read parts of the text corpus in what Nelson [12]
calls a “computationally guided deep reading”. Texts for
deep reading were generated based on the clusters detected

in the preceding step in two ways: (i) determining the most
relevant words in a cluster and (ii) determining the most
representative sentences for a given cluster.

For determining the most relevant words in a cluster, a
class-based variant of TF-IDF (term frequency-inverse
document frequency) scores was used [76-78]. First, a
single document for each cluster was created by joining all
sentences belonging to a specific cluster. Second, words
that do not add much meaning to a sentence (so-called
stopwords, e.g., articles) were automatically removed.
Third and finally, TF-IDF scores were computed for each
word in every cluster-specific document [78]. Essentially,
this score compares the relative frequency of a word in a
(cluster-specific) document to the inverse frequency of that
word in all documents. Therefore, words within a cluster-
specific document that have the highest TF-IDF scores are
technically the most relevant for that specific cluster as
these words appear particularly often within a specific
cluster while also appearing relatively less often in the
overall text corpus. The ten most relevant words per cluster
determined by this procedure can be found in Table L.

To determine the most representative sentences per cluster,
cluster centroids, i.e., mean vectors of all sentence embed-
dings belonging to a specific cluster, were computed. Then,
for each sentence in a cluster, the (Euclidean) distance
between this sentence embedding and the corresponding
cluster centroid was computed. The smaller the distance
between a sentence embedding and its corresponding cluster
centroid, the more this sentence was considered representa-
tive of that specific cluster [79]. In this way, the 15 most
representative sentences per cluster were determined (see
Table I for a sample representative sentence per cluster).

Based on the most relevant words and most represen-
tative sentences per cluster, the authors of this manuscript
and an additional research associate independently devel-
oped a characterization for each cluster. Here, the analysts
engaged with the computationally selected texts as they
would engage with text in any other inductive qualitative
content analysis. The researchers began with an open,
exploratory coding, allowing for the development of new
codes and themes as they arose. Once the initial codes had
been developed, the researchers grouped them into broader
themes that captured the essence of the findings. These
themes were continuously refined and reorganized as the
analysis progressed. Then, the independently developed
characterizations were triangulated, i.e., they were com-
pared and a consensus characterization for each cluster was
determined (see Table I). In this process, the involved
researchers’ substantive knowledge of the domain (problem
solving in physics) as well as their expertise as teachers
helped to inform the decisions. In the following, each
cluster will be briefly described. Additionally, the number
of sentences within each cluster will be given in brackets.

Cluster 0 (n = 18) contains assumptions and idealiza-
tions that are made explicit by the students. Mostly, it is
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TABLE L

Sizes (number of sentences), ten most relevant words, sample sentences, and devised definitions of the detected clusters.

Note that there are diverse reasons for multiple occurrences of the same word within the list of ten most relevant words in a cluster: (1) A
German word appeared correctly as well as incorrectly spelled in the list, however, this misspelling was ignored during translation to
English. (2) The same German word appeared in different grammatical cases in the list, however, the different grammatical cases have
the same English translation. (3) There existed different German words having the same meaning in the list, however, for all of them

there existed only a single corresponding English word.

Cluster  Size Ten most relevant words Sample of a representative sentence Definition

—1 565 Noise cluster

0 18 friction, air resistance, All following calculations Assumptions or idealizations
neglected, air resistance, ignored friction and air such as neglecting friction
decrease, but, present, resistance. and air resistance are made.
gained, first, already

1 58  2r, v2, pot, kin, energy, mg, Energy in P1 is only Physics ideas which are strongly
holds, solve, formula, potential energy interspersed with formulas
hold Epoy =m-g-h. and equations.

2 16 think, loop, height, say, higher, I believe that the minimum Guesses for the minimum starting
enough, minimum, starting height must be higher height, mainly without
ca, loop, believe than the loop in order to explanations but occasionally

build up enough velocity. with short explanations
and including colloquial
wordings.

3 169  velocity, calculate, calculate, At first, I would calculate General descriptions of high
mass, at first, loop, the velocity reached at the variability on how students
acceleration, required, beginning of the loop. would proceed at specific points
height, calculate during problem solving.

4 87 loop, height, start, starting height, The mass must start at a starting Formulations of an initial
at least, minimum, point, height that is at least at the hypothesis or a final
highest, highest, loop height of the highest point solution for the minimum

of the loop. starting height.

5 86  weight, greater, centrifugal To prevent the mass from falling Statements of what forces act
force, centripetal force, down at the highest point of on the mass within the loop
mass, point, gravitational the loop, the mass must have and/or how they must relate
force, acts, equal, loop a centrifugal force greater than for the mass to pass the loop.

or equal to its own weight
at the highest point.

6 48  mass, enough, loop, velocity, At the highest point of the Qualitative formulations of
loop, down, reaches, loop the mass must have a conditions that must be
high, fast, possible velocity so that the mass is fast met so that the mass can

enough to not be pulled down pass the loop.
by gravity.

7 18 equation, results, both, Consequently, both forces are The usage of mathematical
equate, equated, multiplied, equated and the equation operations is described.
solved, rearrange, forces, obtains is simplified.

8 24 can be, calculate, velocity, By calculating the centrifugal Descriptions on how one physical

calculated, dependence,
with the help of, radius,
height, derive, using

force on the ball and comparing
it to the gravitational force,

the mass of the ball can be
determined and its starting
height can be calculated.

quantity can be determined
from other physical quantities
or physics concepts, in

some instances formulas

are verbalized.
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TABLE 1. (Continued)

Cluster  Size Ten most relevant words

Sample of a representative sentence

Definition

9 16 energy, kinetic, kinetic,
potential, sum, potential,
potential, equated, potential,
starting point

10 22 converted, kinetic, energy,

potential, converted,

at, potential energy,
completely, mechanical,
downhill

Additionally, a consideration
of energy yields that the
sum of potential and
kinetic energy of the
mass is constant at all times.

When the mass reaches the
ground, all the potential energy
has been converted into
kinetic energy.

Problem is modeled from
an energy perspective,
i.e., relevant
energy forms are identified
and a focus is placed
on the conservation of energy.

Problem is modeled from an energy
perspective while focusing
on the conversion of potential
to kinetic energy and vice versa.

restated from the problem description that friction is
neglected, which also includes neglecting air resistance.
Other assumptions and idealizations occur less often and
include, for example, considering the mass as a point mass,
neglecting rotational energy, and modeling the loop as a
circular path.

Clusters 5, 6, 9, and 10 (n = 86, 48, 16, and 22) all
include sentences that explicitly or implicitly focus on
conceptual aspects, i.e., on physics concepts which are
relevant for solving the underlying physics problem (i.e.,
conservation of energy, weight acting as centripetal force at
highest point in loop). Cluster 6 incorporates sentences in
which these relevant concepts are indirectly addressed as
conditions are formulated that must be met so that the mass
can pass the loop. By contrast, cluster 5 includes concrete
statements on what forces act on the mass within the loop
and how these forces must relate for the mass to pass the
loop. Therefore, this cluster explicitly focuses on the force
concept which is necessary to successfully solve the
physics problem in a classical fashion. In clusters 9 and
10, the physics problem is modeled from an energy
perspective and relevant forms of energy are identified.
Specifically, there exists a small distinction between those
two clusters as cluster 9 places a focus on the conservation
aspect of energy, while cluster 10 focuses on the conversion
of energy. At this point, it must be said that, even though
these clusters incorporate physics concepts and ideas, some
of those are inaccurate, ambiguous, or even physically
incorrect.

Clusters 1, 7, and 8 (n = 58, 18, and 24) combine more
quantitative aspects of the students’ textual descriptions on
how to solve the problem at hand. Of those clusters, cluster
1 can be considered the most extreme as it contains
sentences that are strongly interspersed with formulas
and equations. By contrast, cluster 7 includes sentences
describing the usage of mathematical operations such as
equating physical quantities or rearranging and solving
equations. Cluster 8 includes descriptions on how one

physical quantity can be determined from other quantities
or by using a specific concept which also includes verbal-
izations of formulas.

Clusters 2 and 4 (n = 16 and 87) both include sentences
in which a solution to the problem at hand or a hypothesis
for the solution is formulated. Both clusters are highly
similar, however, statements in cluster 2 seem more like
guesses which are sometimes justified by short explan-
ations that also include colloquial wordings. Moreover, in
more than half the cases, the sentences of cluster 2
belonged to a description consisting of only one sentence.
By contrast, sentences in cluster 4 belonged more often to
descriptions that consisted of more than one sentence. In
those cases, the sentences in cluster 4 were mainly the first
or the last sentence in the complete description, which is
why these sentences could be considered an initial hypoth-
esis or a final solution statement.

Cluster 3 (n = 169) was by far the largest cluster if noise
is excluded and consisted of general descriptions of high
variability regarding specific phases when solving the
problem at hand.

However, approximately half of all sentences (i.e., 565 of
the overall 1127 sentences; 50.1%) were categorized as
noise which might seem disadvantageous at first glance.
However, it must be emphasized that the goal of the pattern
detection step in CGT is not to categorize as many
sentences as possible. Quality comes before quantity in
the sense that it is only necessary to get a minimum number
of sentences per cluster that are categorized confidently,
such that the human analyst can develop valid descriptions
of clusters. Moreover, in this pattern refinement step of
CGT, researcher should closely examine this noise cat-
egory. By doing so, we realized that a large proportion of
noise sentences could be well assigned to one of the other
detected clusters. Moreover, for some sentences another
similar cluster seemed more reasonable than the computa-
tionally assigned cluster. So having developed an enhanced
understanding of the detected clusters beforehand, all
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sentences in the noise category (as well as sentences in the
other clusters) were reviewed by a human coder and
eventually relabeled based on the developed cluster char-
acterizations (see Table I).

Overall, 74.0% of sentences (418 of 565) originally
categorized as noise were relabeled while 34.5% of
sentences (194 of 562) in non-noise categories were
relabeled. Most sentences that were relabeled required a
low level of inference [13]. For example, the two sentences
“For the mass to not fall down, the centripetal force must be
greater than or equal to the weight of the mass” and “Since
the mass is a point mass, there is no rotational but only
translational energy” were originally labeled as noise in the
pattern detection step. However, by observing the devel-
oped cluster characterizations in Table I, one can con-
fidently tell that the first sentence addresses the force
concept and therefore should be relabeled as belonging to
cluster 5. In a similar manner, one realizes that the second
sentence states an assumption which is why it was relabeled
as belonging to cluster 0. Moreover, some sentences such
as “Since the movement is frictionless, no energy is lost”
were labeled as noise. For a human coder, such sentences
proved ambiguous in the sense that they could be catego-
rized as belonging to one or another cluster. For example,
the above sentence incorporates the idealization of a
frictionless motion (cluster 0) but also the concept of
conservation of energy (cluster 9). A human coder must
decide in such instances which cluster (or category, etc.)
suits best, however, different coders will likely make
different decisions even if an existing coding manual might
be overly verbose. An example for a sentence in a non-
noise cluster that was relabeled is “I assume that friction is
negligible.” This sentence was categorized into cluster 3
(general description) even though it represents an
assumption (cluster 0) which is why it was relabeled. In
summary, given the mainly low level of inference [13]
required for relabeling sentences in our study we consid-
ered one coder to be sufficient. However, reliability of this
step can be generally improved by having multiple coders.
Thus, we advise anyone who is applying CGT in their own
research to carefully consider the required number of
coders to ensure reliable relabeling.

At some point, considerations should be given on
whether the detected clusters were sufficiently distinct
and meaningful for the purpose of tackling the research
problem. Based on the relevant theory on problem-solving
processes in domains such as physics and the developed
cluster characterizations (e.g., see Table I) as well as in
view of our research problem, it seemed reasonable to
reduce the complexity of the clustering and merge clusters
that are similar in content. Specifically, as we were
interested in how students participating in the Physics
Olympiad engage in problem solving and to what extent
their approaches differ from students that do not participate
in the Physics Olympiad, we decided to merge clusters that

seemed to represent the same phases or have the same
function within a typical problem-solving process.

The developed cluster characterizations (Table I) point
out that both cluster 9 and cluster 10 revolve around the
physics concept of energy. Moreover, they are the most
similar clusters based on the condensed tree plot (Fig. 9)
which is why merging those two clusters seems reasonable.
Merging clusters 5 and 6 also seems reasonable as they
both (directly and indirectly) revolve around the relation of
relevant forces for the mass to pass the loop and the
condensed tree plot buttresses this similarity between
clusters. Thus, we decided to merge clusters 5, 6, 9, and
10 into the global cluster Conceptual Aspects as they all
relate to the application of physics concepts and it is
irrelevant in view of the research problem to differentiate
between the energy concept (clusters 9 and 10) and the
force concept (clusters 5 and 6). Clusters 7 and 8 are also
substantively similar as they both revolve around quanti-
tative aspects appearing in typical problem-solving proc-
esses. The condensed tree plot also adds evidence for the
similarity between those clusters. However, cluster 1
includes sentences strongly interspersed with formulas
and equations and therefore also has a quantitative focus.
Even though the condensed tree plot suggests no similarity
between cluster 1 and clusters 7 and 8, they are all three
situated in the same region within the embedding space (see
Fig. 8) indicating some data-based similarity. Based on
these considerations, we decided to merge clusters 1, 7, and
8 into the global cluster Quantitative Aspects as all three
clusters revolve around formulas, equations, and how they
can be manipulated. Lastly, even though neither the
condensed tree plot nor the two-dimensional embedding
plot suggest a data-based similarity between clusters 2 and
4, we decided to merge them into the global cluster
Formulation of a Solution due to their strong substantive
similarity that we established during deep-reading. Cluster
0 and cluster 3 remained untouched and made up the global
clusters Assumptions and Idealizations and General
Descriptions.

In summary, the second step of the CGT framework
provided us with five final themes in students’ problem-
solving approaches that inductively emerged from the data
based on the human interpretation of the computationally
identified patterns with the help of additional tools such as
embedding plots and condensed tree plots. Those resulting
themes and their corresponding global clusters are illus-
trated in Fig. 10.

The resulting five global clusters are illustrated in Fig. 10
and represent specific themes within the problem-solving
process.

3. Pattern confirmation

As the final set of five themes might be an artifact of the
specific clustering procedure used in the first CGT step or a
consequence of biased interpretations or inappropriate
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FIG. 10. Final five global clusters representing specific themes within the problem-solving process and how these global clusters relate
to the initial detected clusters as indicated by the dashed black lines.

summarizations in the second CGT step, it is necessary to
test whether the inductively identified themes hold through-
out the entire text corpus. More precisely, the computa-
tional techniques in the pattern detection step may struggle
with interpretative aspects of language such as ambiguity,
colloquialism, and irony. These more interpretive aspects of
language are to some extent checked by the human expert
in the pattern refinement step. However, only a subset of
data is generally used for interpretive deep reading in this
step which impedes reliability in addition to the issue of
bias incorporated by the human expert. Therefore, this step
can be considered a final reliability check for the CGT
process on the analyzed text corpus [12].

For this purpose, a supervised ML technique called
relevance vector machine (RVM) was employed as this
technique particularly allows a probabilistic prediction of
themes (classes, clusters, etc.) for input data [65]. In terms of
the applied example, the RVM represents a classifier and
allowed to estimate probabilities of membership to each of
the five identified themes based on five-dimensional reduced
sentence embeddings as input data. The RVM was trained
with all except the noise data as the noise data’s high
substantive variability would complicate model training
and likely downgrade subsequent predictions of themes.

To determine the accuracy of the RVM we used tenfold
cross validation [65,80]. The training dataset (sentence
embeddings and corresponding themes) is split into 10
(approximately equally sized) bunches. Now, the RVM is
trained using all those bunches except one. The RVM is
then tested by predicting the themes of the sentence
embeddings in the one remaining bunch. This procedure
is repeated so that themes of sentence embeddings were
predicted for each bunch while the remaining bunches were
always used for model training. So in total, tenfold cross
validation involved training ten additional RVM—each was

trained on approximately 90% of the data while the remain-
ing 10% were used for testing. Finally, the overall predictive
accuracy, i.e., the percentage agreement between the pre-
dicted themes and the previously assigned themes, is
computed across all bunches. Predictive accuracy was
0.76, i.e., around three-quarters of the RVM’s predictions
were correct (for further performance measures see
Supplemental Material, Part C [75]).

As ML algorithms can exhibit bias, i.e., in the form of
gender or racial bias [33,81], we also investigated to what
extent the final model exhibited bias. Because of the known
systematic differences regarding gender in science com-
petitions [82], we focused on gender and computed
predictive accuracy separately for students who identified
as female and male. Similar accuracies were found for both
the female and the male gender group with accuracies of
0.77 and 0.76, respectively.

All the above results suggest that the identified patterns
are a characteristic of the dataset and not an artifact of the
specific clustering procedure or a biased interpretation of
the clusters. Therefore, the identified global clusters can be
reliably used to tackle the research problem. To do so, the
relative frequencies of the five themes and the “uncatego-
rized” category for the Physics Olympiad participants and
nonparticipants were compared (see Fig. 11).

In Fig. 11, one observes that the identified themes vary in
their frequencies within the textual descriptions of Physics
Olympiad participants and nonparticipants. A chi-square test
(for homogeneity) revealed that the two frequency distribu-
tions are indeed significantly different: y?(df = 5) = 135.2;
p < 0.001. Regarding differences in occurrence of themes
between Physics Olympiad participants and nonparticipating
students, it can be seen that Physics Olympiad participants
referred three times more frequently to assumptions and
idealizations in their descriptions than nonparticipants.
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FIG. 11. Relative frequencies of the five themes (and uncate-
gorized sentences) within textual descriptions of Physics Olym-
piad participants and nonparticipants.

Physics Olympiad participants also referred 50% more often
to conceptual aspects and twice as often to quantitative
aspects than nonparticipants. Nonparticipants performed
almost five times as often a formulation of a solution and
gave approximately twice as often general descriptions than
Physics Olympiad participants within their textual descrip-
tions. Lastly, nonparticipants’ textual descriptions included
50% more often sentences that did not belong to any of
the five themes than descriptions of Physics Olympiad
participants.

TABLE II.

Before continuing with a discussion of these results, we
want to highlight that we obtained a trained classifier (i.e., an
algorithmic representation for coding of new text, see Fig. 1)
as a by-product of training the RVM in the third step of CGT.
Specifically, the RVM is able to predict themes of unseen
input data (in the form of embeddings) and thus could be used
for automatic coding of students’ textual descriptions to the
problem at hand. However, we want to clarify that in this case
and more generally, it would be necessary to test the RVM on
an unseen data corpus to test generalizability before con-
fidently using it for automatic coding purposes.

Nevertheless, in order to demonstrate this classifier’s
abilities, we used it to categorize some unseen input data.
Specifically, we obtained an output table including the
extracted sentences from the input data, corresponding
probabilities of membership to each theme, and the final
assigned theme based on the maximum membership
probability (see Table II). In this example, the classifier
performs quite well except for sentence No. 5 in which the
classifier is unsure between two themes.

D. Discussion of the applied example

In this section, we discuss the results of our analysis in
light of the research problem before delving into a more
general discussion of CGT for PER.

Overall, we found that when students engage in problem
solving, their approaches can be well described using
existing process models of problem solving in physics
[40-43]. We identified five themes that map well onto the
important phases in problem solving [40]. The assumptions

Output of the trained classifier using an unseen textual description as input. Abbrevations are assumptions and idealizations

(AI), conceptual aspects (CA), quantitative aspects (QA), formulation of a solution (FS), and general descriptions (GD).

Probability of membership to

No. Sentences Al CA QA FS GD Assigned themes

1 T assume the motion to be frictionless and circular. 095 0.01 0.03 0.02 0.0 Al

2 Furthermore, I consider the mass as a point mass so that no 0.73 0.22 0.04 0.01 0.0 Al
rotation takes place.

3 Then I think about which physics laws play a role here. 0.01 0.08 0.10 0.01 0.81 GD

At the highest point of the loop, the weight of the mass must be 0.0 093 0.06 0.01 0.0 CA

smaller than the centripetal force.

5 I think that the centripetal force only depends on the velocity of the mass 0.0 041 056 0.02 0.01 QA
and on the radius of the loop.

6  The velocity at the highest point can be calculated using the law of 0.0 0.20 0.71 0.02 0.07 QA
conservation of energy.

7  The initial potential energy is converted to kinetic energy, and at the highest 0.0 0.84 0.15 0.0 0.0 CA
point of the loop the mass has both kinetic and potential energy.

8 By solving the energy equation for the velocity and plugging this into the 0.0 0.05 090 0.01 0.04 QA
equation for the forces, one gets the minimum starting height after
rearranging the resulting equation.

9 In any case, the required starting height is greater than the height 0.01 0.01 0.06 0.93 0.0 FS

of the loop.

020123-16



INTEGRATING ARTIFICIAL INTELLIGENCE- ...

PHYS. REV. PHYS. EDUC. RES. 19, 020123 (2023)

and idealizations theme and the conceptual aspects theme
map well onto the problem representation phase, while
elements of the general descriptions theme and again the
conceptual aspects theme fit well with the phase of strategy
selection. Physics concepts play an important role for
problem representation and also for strategy selection,
while in practice, it can generally be hard to distinguish
between these phases [40]. The quantitative aspects theme
maps onto the execution of the solution phase. The
evaluation phase is somewhat underrepresented but can
also be found to some extent in the formulation of a
solution theme. This underrepresentation can be under-
stood if we recall that the students were not asked to solve
the physics problem completely but rather to describe how
they would solve it. Therefore, this prompt already suggests
that students’ textual descriptions would generally focus on
the representation of the problem and strategy selection,
while the execution and also the evaluation of the solution
as later phases within problem solving might be of minor
importance within textual descriptions. To summarize, the
fact that the themes that emerged from the data through our
analyses map to existing phases in problem solving adds
further support to the usefulness of the existing problem-
solving process models [40—43] in PER.

Regarding the differences in problem-solving approaches
between students participating in the Physics Olympiad and
nonparticipating students, our results indicate that Physics
Olympiad participants showed on average more expertlike
problem-solving behavior as their problem solving seemed
to be characterized on average by a more prominent use of
fundamental physics concepts [48] and, on average, by a
better articulation of the problem representation in terms of
assumptions, idealizations, and physics concepts [3,41,44].
Specifically, we found during deep reading that Physics
Olympiad participants more frequently identified both rel-
evant physics concepts for the problem at hand instead of just
one or none which relates to expert problem solvers better
developed conceptual knowledge [47-49]. Contrary, non-
participating students seemed to exhibit on average more
novicelike problem-solving behavior. Specifically, non-
participating students fall on average short of assumptions
and idealizations even though making assumptions is
essential during problem solving [44]. An explanation
for this might be that they seem to be less frequently aware
that specific assumptions are prerequisites for the appli-
cation of specific physics concepts (e.g., conservation of
energy requires frictionless motion), contrary to expert
problem solvers [83]. Further, Physics Olympiad partic-
ipants far more frequently introduced quantitative aspects
in their descriptions compared to the nonparticipants. This
can, on one hand, be ascribed to the Physics Olympiad
participants on average greater knowledge base as they
recall formulas and dependencies between physical quan-
tities [84]. On the other hand, mental imaginative power
and flexibility are required to describe precise quantitative

aspects such as manipulation of specific equations without
explicitly doing so. Lastly, and somewhat unexpectedly,
nonparticipants more frequently formulated a concrete
solution or hypothesis regarding the solution of the
problem. This may be explained by the finding of prob-
lem-solving research that expert problem solvers are
generally more focused on the representation of the
problem at hand while novice problem solvers often are
more focused on reaching the goal state [48]. Additionally,
nonparticipants generally gave shorter descriptions
(M = 2.2 sentences) than Physics Olympiad participants
(M = 3.6 sentences). Specifically, nonparticipants more
often just formulated a hypothesis including a short
justification or explanation only, i.e., they did not elaborate
on physics concepts or quantitative aspects at all. To
summarize, our results indicate that Physics Olympiad
participants exhibit on average more expertlike problem-
solving behavior while nonparticipants show on average
more novicelike behavior. We admit that using the tradi-
tional expert-novice dichotomy to describe the two sub-
groups limits our conclusions as we do not consider stages
of expertise in between as well as variance within the
subgroups (e.g., experts among the nonparticipants).
Future research might benefit from, for example, more
holistic approaches (such as latent profile analysis; e.g.,
[85]) to identify different groups of students with similar
distributions of themes within their problem-solving
approaches. This would allow us to establish a more
differentiated picture of students’ problem solving and
go beyond the traditional expert-novice dichotomy.

While overall the findings regarding students’ problem-
solving approaches and the differences between Physics
Olympiad participants and nonparticipants were rather
expectable based on the existing literature, the ML model
trained in the pattern confirmation step of the CGT approach
leads to an intriguing byproduct of the analysis: New textual
descriptions of students’ problem-solving approaches can
now be automatically characterized based on the five themes
identified in this study. If this turns out to work reliably on
unseen data (which should definitely be checked), then this
would allow us to automatically provide feedback based on
the characteristics of the descriptions which was found to
effectively support students’ development of problem-solv-
ing strategies [86]. Moreover, potential for future research is
given by investigating sequences of themes in students’
problem-solving descriptions by means of sequence analyses
[87]. This would allow us to understand to what extent
specific sequences of themes are more predictive of suc-
cessful problem solving. Specifically, this could further
improve automatic feedback. For example, if a student’s
actual sequence of themes (based on what the student has
written so far) is characteristic for unsuccessful problem
solving, then the system could automatically generate feed-
back “on the fly” to maneuver the student back to a more
promising sequence.
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IV. GENERAL DISCUSSION

In this paper, we presented an applied example of
computational grounded theory—a method for analyzing
qualitative data that involves the application of artificial
intelligence techniques to assist with the coding, categori-
zation, and analysis of the data—to probe its potentials and
challenges for physics education research. CGT conceptu-
alizes a process of how researchers can efficiently and
effectively analyze large amounts of qualitative data with
the help of computational methods such as natural language
processing and machine learning, which provides new
research opportunities and allows asking new questions
that depend on prohibitively large datasets for human
analysis. Further, CGT promises to provide new insights
as the usage of NLP and ML techniques during coding,
categorization, and analysis may reveal things inaccessible
to the human analyst. Finally, CGT promises to make
qualitative research more rigorous by enhancing the reli-
ability and reproducibility of the analysis. To what extent
can CGT fulfill these promises?

CGT certainly allowed us to analyze a large amount of
qualitative data, i.e., a total of 1127 sentences from 417
students, in a very efficient way. For someone familiar with
the computational techniques, the pattern recognition and
pattern confirmation steps are straightforward and can be
easily conducted within a few hours. This time can be even
further reduced if the structure of the data allows us to reuse
existing analysis pipelines that can easily be made available
for interested researchers by sharing the project’s code
through online repositories (see [70] for our project’s code
and data). However, a potential caveat here is processing
time. Depending on the computational power available,
computation on very large datasets or using complex ML
techniques can require a lot of time or money for powerful
hardware, which also taxes the environment [88]. For the
pattern refinement step, the human analysts altogether
needed approximately five hours. Thus, the total time
required for the analysis is in the range of ten hours.
Based on our experiences as qualitative researchers, we
estimate that a traditional qualitative analysis of the data
would easily have taken at least twice as long. In this way,
using CGT was not only time effective, but, as all the
computational analyses were carried out using open source
tools, also very cost effective, even for a single analysis.
This is somewhat in contrast to the conclusion of Nehm and
Haertig [89] who still had to rely on commercial tools and
thus suggested that computational techniques become cost
effective only for repeated analyses on very large datasets
(e.g., in the context of admission tests).

However, cost and time effectiveness are only of interest
if the results are valid. The close alignment of the identified
themes in the data with substantive theory suggests the
principal validity of the approach. At the same time, this
affirms that the applied computational techniques did not
reveal new patterns in problem-solving processes that

human analysts did not already find in the past. Does this
mean that the promise of gaining new insights as NLP and
ML techniques can reveal things inaccessible to the human
analyst does not hold? This conclusion can hardly be drawn
based on one applied example. Specifically, Nelson [12],
Hope and Witmore [26], and Rosenberg and Krist [14] have
demonstrated how computational pattern detection can
reveal patterns that are likely too complex for the human
analyst to identify. Nelson, the sociologist who proposed
CGT, used CGT to shed new light on the different approaches
to facilitating social change underlying the women’s move-
ments in New York City and Chicago between 1865 and
1975. This analysis was conducted on a text corpus which
under usual circumstances would have been prohibitively
large for a single individual to investigate. Hope and Witmore
applied a computational approach to Shakespeare’s Macbeth
and found that the heterodox usage of “the” within Macbeth
plays a major role in constructing the uncanny atmosphere of
the play. Lastly, Rosenberg and Krist applied the CGT
methodology to develop a refined rubric for assessing
students’ ideas about generality in model-based explana-
tions. A challenge for future applications of CGT will
certainly occur when CGT-based studies come to results
that deviate further from or even contradict existing literature.
Here, technical expertise with the involved computational
methods and skilled analysts will both be required to provide
strong validity arguments. Here, current and developing
techniques of explanatory model analysis [29] and explain-
able AI [30] are promising tools to provide validity argu-
ments for the computational methods.

When NLP and ML techniques are used for pattern
detection, bias can be an issue [31,33]. Especially pre-
trained language models can forward biases in their
embeddings, which would hamper further analyses [90].
Not coincidentally, these language models exhibit similar
biases as humans [91]. Similar to Ha and Nehm [92], our
bias analysis did not reveal bias with regards to gender as a
result of the used computational techniques. This does not
mean, however, that CGT is bias proof. Rather, it means
that CGT provides tools to easily conduct bias analyses and
that those should become a standard component in CGT
applications [93,94].

Another kind of bias, i.e., bias in a nondiscriminatory
meaning, is also often a concern in qualitative analyses. As
Nelson [12] writes “It is difficult to get the same person to
code the same article in the same way twice, let alone train
an entirely new team to code a corpus in the same way as a
previous team.” The usage of computational tools in the
steps of CGT partly address this issue. There are human
decisions and actions involved when applying computa-
tional tools (see Table III) which must be made transparent
by the analysts for the sake of reproducibility. Completely
computational parts of the analysis can be considered
reproducible as the analysts’ decisions and action are
mostly documented directly or indirectly in the respective
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TABLE III. (Continued)

Involved human analyst decisions and actions

Computational output(-s)

Computational procedure

low overall reliability or differences in reliability for

reliability measures such as predictive

(a) K-fold cross validation

Pattern confirmation

subgroups (indicating possible bias) should lead to

accuracy (overall and for specified

subgroups, e.g., by gender)

(involving training of K
classifiers/RVMs)

revising the pattern refinement (and possibly pattern
detection) step based on additional exploratory

analyses and/or explainable AI techniques
deciding on whether the trained classifier can be used in

trained RVM classifier that can be

(b) Training of final classifier

practical applications based on inspecting the
classifier’s generalizability by applying

it to unseen data

applied to unseen input data

code. Whenever human judgments or interpretations are
involved, especially in the pattern refinement step, repro-
ducibility is limited to that of any other qualitative analysis.
In addition, the pattern confirmation step provides a
reproducible version of the coding in the form of a
computational model which can be easily shared and
applied to new data by other researchers.

Overall, we argue that the computational aspects of CGT
and the resulting documentation of large parts of the
analysis in the form of analysis scripts or computational
notebooks provides new and exciting ways for sharing
qualitative work in the research community. If analysts
shared their data and analysis scripts, others can easily dive
into the analysis. For example, researchers can then explore
how sensitive the presented results are to changes in the
preprocessing of the textual data, fostering open, repro-
ducible, and productive research practices in this way [95].

At this point, we want to highlight some cornerstones for
improving CGT as presented in our applied example for
future applications. First, we used pretrained language
models which were domain independent. Using language
models that were trained on in-domain data could sub-
stantially increase performance of NLP methods and
downstream tasks [96]. If available for the correct language
and domain, researchers should employ such domain-
specific pretrained language models (e.g., SCiBERT which
was trained on scientific textual data in the English
language [97]). Second, we had assumed that a sentence
in a textual description always corresponds to exactly one
theme. However, it is typically not uncommon that two or
more themes are embedded within a single sentence. A
finer grain size of segments might mitigate this limitation.
For example, more elaborated segmentation algorithms
could be used to segment sentences further into clauses.
Third, we mentioned that our employed language model
could not always effectively handle formulas and equa-
tions. Specifically, our model could not extract any mean-
ing from formulas and equations which presents a serious
limitation as students’ problem-solving descriptions typi-
cally include many formulas and equations that can be seen
as representative for the relevant physics concepts.
Advanced NLP technologies such as ChatGPT are even
able to interpret formulas and equations within textual
problem-solving descriptions which represents a huge
advantage compared to our employed pretrained language
model. If these technologies become more available (and
data protection issues are resolved), we advise researchers
for incorporating these models into the CGT framework in
PER in order to far more effectively handle formulas and
equations automatically. Fourth, to probe generalizability
of the trained ML classifier in the third CGT step, one
would have to test the classifier on an unseen dataset (one
that was not used during model training or development) as
is common practice in ML research. This should be
included as a standard in the CGT framework if the
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researchers plan to use this classifier in practical applica-
tions beyond the research context.

Taken together, we argue that CGT presents physics
education researchers a valuable tool to scale up qualitative
analyses and perform data-driven discovery. We were able
to analyze a large dataset very effectively, the results are
valid without evidence of bias, and the resulting category
system can be used in a reproducible manner as it is
encoded in a trained ML model. Following Kubsch et al.
[13], we argue that the reason for this is that CGT as a
framework distributes the tasks in qualitative data analysis
between human analysts and computational tools in a way
in which both can effectively complement each other.
Human analysts offer expert knowledge and hermeneutic
skills for pattern refinement while computational tools offer
processing power to facilitate pattern detection and
confirmation.

V. CONCLUSION

In this paper, we have presented CGT as a novel
methodology that makes use of computational tools to
enhance traditional qualitative analysis. The applied exam-
ple has demonstrated that CGT held many of its promises.
Still, CGT is no magic bullet to replace all other qualitative

approaches. Rather, we argue that CGT seems especially
valuable in two areas: (i) discovery in prohibitively large
and unstructured datasets [15,98] and (ii) scaling analyses
to investigate the generalizability and variance of phenom-
ena. While using CGT with ten 5 min interview transcripts
is certainly possible, the benefits compared to traditional
approaches may be limited. Especially, since researchers
curious to apply CGT should be aware that without the
skills to use the computational tools appropriately, one can
also be misled tremendously [12]. In consequence, this
calls for collaboration with respective experts and respec-
tive learning opportunities for physics education research-
ers, e.g., in the form of methods courses in Ph.D. programs
or conference workshops. In this spirit, we hope that the
present article can serve as a first step towards making CGT
available as a powerful research method for the PER
community.
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