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The Force Concept Inventory (FCI) is a popular multiple-choice instrument used to measure a student’s
conceptual understanding of Newtonian mechanics. Recently, a network analytic technique called module
analysis has been used to identify responses to the FCI and other conceptual instruments that are
preferentially selected together by students; these groups of responses are called communities. This study
uses module analysis to explore the misconception structure of the FCI at five U.S. institutions with varying
undergraduate populations (sample sizes of N ¼ 9606, 4360, 1496, 466, and 213). Students from these
universities had a broad range of prior knowledge in physics and of general high school academic
preparation, resulting in large differences in FCI normalized gain, pretest, and post-test scores. In the
current work, modified module analysis partial was applied and communities of consistently selected
responses within the FCI were identified at the five institutions studied. There was substantial similarity
between the communities identified postinstruction; somewhat less similarity preinstruction. This suggests
that consistently applied Newtonian misconceptions exist both before and after instruction at a wide range
of institutions. The most frequently applied misconceptions were “largest force determines motion,”
Newton’s third law misconceptions, and “motion implies active forces.” These misconceptions were still
consistently applied even after instruction by a substantial number of students at all but the highest
performing of the five institutions.
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I. INTRODUCTION

The study of student misconceptions of physics concepts
has long been an important area of inquiry in physics
education research (PER). A misconception is a consis-
tently and coherently applied error in students’ conceptual
understanding of physics. Multiple-choice instruments
such as the Force and Motion Conceptual Evaluation
(FMCE) [1], the Force Concept Inventory (FCI) [2], the
Brief Electricity and Magnetism Assessment (BEMA) [3],
the Conceptual Survey of Electricity and Magnetism
(CSEM) [4], and the Quantum Mechanics Concept
Assessment (QMCA) [5] have facilitated the quantitative
study of student misconceptions.
The FCI is an instrument used to evaluate students’

conceptual understanding of Newtonian mechanics using
items which test Newton’s three laws, one-dimensional
kinematics, and two-dimensional kinematics [2]. The FCI

has been one of the most commonly used and, accordingly,
studied conceptual instrument in physics since its intro-
duction in 1992. The FCI along with the catalog of
common misconceptions it measures [6] has been trans-
formative to PER. Hake collected FCI data from multiple
institutions to show traditional teaching methods were
broadly ineffective at improving student understanding
[7]. The Hake study provided the impetus for the ongoing
effort to move to active learning strategies in all physics
classes. Recent studies across many institutions have
continued to demonstrate the efficacy of these methods
[8]. Eliminating misconceptions, stable context insensitive
alternate scientific theories, continues to represent a sig-
nificant challenge for PER. An overview of research using
the FCI is provided in Sec. I C.
In recent research, patterns in students’ incorrect

responses to these instruments have been identified by
network analytic techniques applied to the FCI, FMCE,
CSEM, and QMCA [9–14]. A network is a series of nodes
(vertices) interconnected by edges to form a graph.
Numerical weights may be associated with the edges
representing some feature of the relationship between the
nodes. Module analysis uses a community detection
algorithm (CDA) to group responses frequently selected
by students into communities. A community is a set of
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nodes that have stronger connection to each other than to
other nodes in the network. These communities, otherwise
known as modules, are then analyzed to explore student
conceptual understanding of the subject. Module analysis
has been particularly useful in studying the structure of
misconceptions in these instruments, providing insight not
available through other methods, while also suggesting that
some items may not be functioning as intended.
There have been many quantitative studies of the FCI,

the FMCE, and the CSEM. Many of these studies have
applied factor analysis and have been largely ineffective at
extracting meaningful substructure from the FCI [15–19].
The authors of the FCI argue that the instrument was not
constructed to factor [2,20]. The reason for this is evident in
the correlation matrices presented by Stewart et al. [19]; the
FCI items are deeply interconnected often mixing different
physical principles in different ways. Factor analysis also
only considers the correct responses, not the incorrect
responses representing misconceptions around which the
FCI is built. Module analysis, which can identify complex
substructures and relations within both the correct and
incorrect responses to an instrument, has been consistently
productive at identifying theoretically explainable struc-
tures within the responses to multiple-choice instruments.
Further, module analysis identifies consistently selected
correct and incorrect responses allowing the determination
of incorrect thinking that is applied across multiple con-
texts. These incorrect ideas, misconceptions, may indicate
areas where instructional interventions may most produc-
tively be directed.

A. Research questions

The current work applied the network analytic technique
called modified module analysis partial (MMA-P), detailed
in Sec. II C, to five samples of FCI responses from five
different U.S. institutions. Prior work using module analy-
sis has been restricted to single samples in most cases and
two samples in a study of the CSEM. These samples came
from institutions with student populations with fairly
commensurate levels of incoming high school preparation.
The five samples used in the present study were drawn from
institutions with a broad range of student high school
academic preparation and prior knowledge of physics. As
such, the present study should advance the understanding
of whether module analysis results are fairly universal
across institutions with differing student populations.
Further, when two samples were available, comparison
of the community structure was primarily qualitative.
Network analysis offers a wealth of quantitative compari-
son metrics, some of which are applied in the current work.
This work will apply some of these metrics to provide the
quantitative comparisons of the five samples not available
in prior studies. Module analysis, like other network
analysis methods, requires the setting of a number of
parameters to control the density of the network. These

parameters have been set qualitatively in past studies; the
present study will investigate a possibly productive means
of setting the primary parameter, the correlation threshold,
more systematically.
The following research questions were explored in

this study:
RQ1 How does the community structure of the FCI
identified through module analysis compare across
multiple institutions? What does this community
structure imply about student understanding of
mechanics?

RQ2 How can the primary parameter required by
module analysis be selected quantitatively?

RQ3 What quantitative network analytic metrics are
productive for characterizing institutional differences
and similarities identified by module analysis? What
do these metrics imply about the student understand-
ing of mechanics?

B. The Force Concept Inventory

The FCI contains 30 items, each with four incorrect
responses and one correct response. Many of these incor-
rect responses were specifically constructed to be attractive
to students applying common misconceptions. The version
of the FCI used in this study was released in 1995 [21] and
can be found at PhysPort [22].

C. Prior studies of the FCI

A thorough summary of the prior research using the
FCI was presented in previous module analysis studies
[10,19,23]. An overview is provided below.

1. The structure of the FCI

When formulating the FCI, Hestenes, Wells, and
Swackhammer separated the introductory physics curricu-
lum on forces into six unique conceptual dimensions and
described which concepts each FCI item was created to
measure. Soon after the introduction of the instrument,
other researchers challenged whether this internal division
was actually measured by the FCI.
Several studies have applied exploratory factor analysis

(EFA) to understand the structure of the FCI. These studies
dichotomously scored each item as correct or incorrect.
Huffman and Heller applied EFA to 145 high school
student responses to the FCI [15]. This analysis identified
only two out of the six factors described by Hestenes et al.:
“kinds of forces” and Newton’s third law. When EFA was
applied to 750 students at the university level, the only
factor identified was kinds of forces [15]. Scott et al.
performed a factor analysis of 2150 college student post-
test responses and found five factors were required for the
optimal model; one factor explained much of the variance
[17]. Using a related dataset, Scott and Schumayer repeated
the factor analysis using multidimensional item response
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theory (MIRT) also identifying the five factor model as
optimal [18]. Semak et al. also reported an EFA of the FCI
using 427 pretest and post-test responses finding six factors
were required for the optimal model [16]. Stewart et al. also
performed a factor analysis using MIRT on 4716 post-test
responses [19] showing a nine factor model was optimal.
The factors identified were strongly related to the practice
of item blocking or chaining and the existence of a small
number of isomorphic groups of items in the instrument.
An item block is a group of items that all refer to a common
stem. Two problems are isomorphic if they both can be
solved by the same reasoning. None of these analyses
recovered the structure proposed by the authors of the FCI;
many of the extracted factor structures mixed items
requiring different reasoning for their solution. These factor
analyses examined only the correct answer structure of the
FCI; additional techniques are required to examine the
incorrect answers along with the correct answers. Module
analysis is one such technique.

2. Misconceptions

The FCI was created within a misconceptions frame-
work. The misconceptions framework holds that students
have a belief system of commonsense alternative ideas
that are stable, largely context independent, and resistant
to change. Misconceptions are fundamentally scientific
hypotheses that happen to be false and not errors in
reasoning. Examples of misconceptions identified by
Hestenes, Wells, and Swackhamer include impetus dis-
sipation and active forces [2].
Impetus is an internal motive force that continues to

carry an object forward after the initial external force no
longer acts. Impetus dissipation is the idea that this impetus
will dissipate and the object will stop unless it is replen-
ished, somewhat analogous to gasoline in a car. When
students apply this to circular motion (circular impetus) the
students are applying the idea of “training,” where objects
continue to do what they “learned” when given the initial
impetus [2]; the object remembered it was traveling in a
circle.
The active force misconception is the idea that only

active agents, usually living or in motion under their own
power, can exert forces and cause motion. This explains not
only the motion of objects (a couch moves because a person
pushes it), but also the interactions between objects (a
moving car exerts a force on a parked car, but not vice
versa) [2].
The misconception framework is not the only framework

applied to students’ alternative ideas in physics [24,25].
Alternate frameworks include the knowledge-in-pieces
framework and the ontological categories framework.
The knowledge-in-pieces framework has been investigated
by many authors who have conceptualized the reasoning
fragments for the framework as resources [26–29],
phenomenological primitives (p prims) [30,30,31], or

facets [32]. In this framework, students’ conceptual beliefs
about physics are not understood as hypotheses about
general phenomena. Instead, student thinking consists of
basic building blocks that are applied in different combi-
nations dependent on the specific context presented to
them. In an ontological categories framework, entities are
classified into mutually exclusive categories, which deter-
mine what characteristics an entity can have [33–35]. A
soccer ball would be in the ontological category of matter
and not the processes category. In this framework, incorrect
student thinking results from classifying physical concepts
into the wrong category.
In previous works using network-based methods to

analyze the FCI, the findings have conformed most closely
to the misconceptions framework [9,10,12]; as such,
misconceptions are used to describe the ideas represented
by the incorrect answer clusters in these works. This is
hardly surprising as the FCI was built in the misconception
framework. It is possible that a concept inventory designed
to elicit resources or ontological categories would result in
communities which conform better to those frameworks.
The use of misconceptions is not an endorsement of that
framework over the other frameworks, but a convenient
shorthand to compare the findings with the stated intentions
of the inventory creators. Module analysis is fundamentally
a quantitative analysis of the answer choices students
consistently select; these patterns can provide only tangen-
tial support for a correct cognitive framework to understand
those answering patterns.

D. Network analysis

Network analysis is a versatile set of techniques that have
been applied across many disparate research areas. These
techniques have been used in a variety of studies outside of
education, such as mapping electrical signals in the brain as
functional networks [36], the difference between passing
patterns in different teams at the World Cup [37], plants’
response to bacterial infection [38], and the probability of
becoming a homicide victim when living within a dis-
advantaged neighborhood [39]. Network analysis has
also been fruitful within educational research to study
the structure of classrooms through the social interactions
of students and teachers [40], undergraduate student
representations of the relatedness of physics concepts
through concept maps [41], and the difference between
high school students’ and interdisciplinary professionals’
emotional perception and conceptual knowledge of
science, technology, engineering, and mathematics [42].

1. Social network analysis in physics education

Analyzing social structures through social network
analysis has been the primary application of network
analysis in PER. In a social network, actors, usually
students or educators, are represented by nodes in a
network, with edges representing some social interaction
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between the actors. Social networks have been used in
PER to characterize and test active learning environments
[43–45], to predict future performance [46,47], to predict
retention and persistence within a degree program [48,49],
to explore physics self-efficacy and anxiety [50,51], to
explore interactions between lab groups by gender [45], to
study conceptual change in student responses and dis-
cussions [52,53], to determine the effect of informal
learning environments and out of class relationships on
class involvement and commitment [54,55], and to
explore the change in co-authorship behaviors in PER
over time [56]. For an overview of network analysis in
PER, see the review by Brewe [57].

2. Module analysis

Module analyses are a set of network analytic techniques
used to analyze multiple-choice instruments [9–13].
Module analysis was introduced by Brewe et al. as module
analysis for multiple choice responses (MAMCR);
MAMCR was applied to the responses of 143 first year
physics students’ FCI post-test results at a university in
Denmark [9]. A network was formed in which the nodes
represented incorrect responses and the edges represented
the frequency of selection of both incorrect responses by
the same student. When the correct responses were
included in the network, a single community appeared
that hid any interesting structure; as such, only incorrect
responses were retained. Nine communities were identified
in this analysis, but only three were found to represent a
coherent, underlying incorrect concept.
MAMCR inspired a series of further studies of con-

ceptual instruments with modifications to the algorithm.
Wells et al. attempted to replicate the MAMCR analysis
and found that, in their case, the algorithm did not scale to
large datasets [10]. To produce a scalable algorithm, the
frequency of common selection was replaced by the
correlation of selection. To calculate this correlation,
the selection of each response to the instrument is
dichotomously scored producing a vector of 150 values
(the FCI has 30 items, each with 5 responses). Correct
responses are removed leaving a vector with 120 entries.
The correlation matrix of this vector forms the edge
weights in the network. The modified algorithm was
called modified module analysis (MMA) [10]. The com-
munities extracted by MMA are generally small, which
simplifies the identification of the reasoning which lead to
the responses being selected together. MMA was applied
to 4500 responses to the FCI from an introductory
calculus-based physics class [10]. The resulting commun-
ities were composed of blocked items and items consis-
tently applying a variety of misconceptions: the circular
impetus misconception, the largest force determines
motion misconception, the motion implies active forces
misconception, and two Newton’s third law misconcep-
tions. All of these are described in detail in Hestenes and

Jackson’s [6] taxonomy of Newtonian misconceptions
measured by the FCI.
As with other quantitative methods such as cluster

analysis or factor analysis, the identification of the possible
reasoning behind communities extracted in module analy-
sis relies upon the interpretation of the researchers. This
process is greatly aided for the FCI by the detailed
description of the instrument as it was introduced [2],
the detailed description of misconceptions measured by the
instrument provided by Jackson and Hestenes [6], and the
detailed mapping of the granular knowledge measured by
the instrument provided by Stewart et al. [19].
Like MAMCR, MMAwas not productive in examining

correct and incorrect responses in the same network. To
remove this restriction, modified module analysis partial
(MMA-P) was developed by Yang et al. [12]; MMA-P
replaces the correlation between the 120 dichotomously
scored responses with the partial correlation correcting for
overall instrument score for all 150 responses. Some
responses may be correlated because only very high
performing students choose them and others may be
correlated because only the lowest performing students
choose them; the items are correlated through the overall
instrument score. MMA-P corrects for these correlations by
controlling for overall instrument score. The network
produced by MMA-P includes communities of incorrect
responses as identified by MMA, but also communities
with a mix of correct and incorrect responses and com-
munities with entirely correct responses. Yang et al. applied
MMA-P to the same sample of FCI responses as used by
Wells et al. and found very similar incorrect communities.
The mixed communities indicated that some FCI items
were not functioning as intended, and the completely
correct communities were composed primarily of blocked
items or isomorphic items. The module analysis algorithm
applied in the current study, MMA-P, is the same algorithm
as developed by Yang et al. [12]; this algorithm will be used
to construct the networks. The current study introduces
network comparison algorithms available by combining
different networks into a multiplex network.

II. METHODS

A. Sample

This work examined FCI pretest and post-test responses
from five U.S. institutions. These will be denoted as
samples 1 to 5 in what follows. Demographic data,
undergraduate populations, and ACT 25th–75th percen-
tiles for all institutions in these samples were obtained
from the National Center of Education Statistics [58]. All
samples contained only matched pretest and post-test
responses with no missing responses.
Sample 1: 49% White, 22% Hispanic/Latino, 9% non-

resident alien, 8% Asian, 5% two or more races, 4% Black
or African American, and 1% American Indian or Alaska
Native.
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Sample 2: 75% White, 9% Hispanic/Latino, 4% two or
more races, 4% Black or African American, 3% nonresi-
dent alien, 3% Asian, and 1% American Indian or Alaska
Native.
Sample 3: 73% White, 18% Black or African American,

3% Hispanic/Latino, 2% two or more races, 1% nonresi-
dent alien, 1% Asian, and 1% American Indian or Alaska
Native.
Sample 4: 32% White, 26% Asian, 16% Hispanic/

Latino, 12% nonresident alien, 7% Black or African
American, and 5% two or more races.
Sample 5: 38% White, 18% Asian, 12% Hispanic/

Latino, 12% nonresident alien, 8% Black or African
American, and 6% two or more races.
The size of the sample, N, the total undergraduate

population of the institution, and the 25th to 75th percentile
range for the ACT scores of the institution are shown in
Table I.
These samples among others were collected by Pritchard

as part of a work to improve item response theory analysis
of the FCI [59]. While largely a convenience sample, these
five were used because of both the size of three of the
samples and the range of selectivity of all five institutions
measured by ACT score range.

B. Correlation and partial correlation

The correlation, rXY , between response X and response
Y, measures the degree of association of the responses
and is calculated for two continuous random variables X
and Y as

rXY ¼ E½ðX − μXÞðY − μYÞ�
σXσY

; ð1Þ

where E½X� is the expectation value, μi is the average of
variable i, and σi is the standard deviation of the same
variable.
The partial correlation rXYjZ between response X and

response Y, controlling for the total instrument score Z
represents the degree of association between X and Y that
does not result from Z. The partial correlation is defined as

rXYjZ ¼ rXY − rXZrYZ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 − r2XZ
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 − r2YZ
p : ð2Þ

Partial correlation can be understood by considering
linear regression. Linear regression can be used to control
for the effect of Z on X or the effect of Z on Y, where Z is a
variable related to both X and Y. Using X as the dependent
variable and Z as the independent variable of the regres-
sion, the residuals of the regression represent the portion of
X not explained by Z. The partial correlation is the
correlation between the residuals of the linear regression
of X and Z and the residuals of a linear regression of Y
and Z.

C. Modified module analysis-partial

Modified module analysis-partial was applied to pretest
and post-test responses to the FCI. An overview of MMA-P
is provided below. For a more detailed explanation see
Yang et al. [12] where the method was introduced.
MMA-P first constructs a network out of the correct and

incorrect responses to a multiple choice instrument. The
responses for each student i are formed into a vector Vi of
length k · n, where n is the number of items and k is the
number of responses per item. Each entry in this vector
codes whether student i selected response l to item j; the
entry is one if the response was selected, zero otherwise.
The nodes in the network represent individual responses;
response A to item 7 becomes node 7A. MMA-P constructs
edges between nodes from the partial correlation rXYjS of
the response vectors correcting for total instrument score S.
MMA and MMA-P perform a number of operations

which result in nodes and edges being removed from the
networks; this process is called sparsification in network
analysis [60]. Some operations, such as requiring that
nodes are selected by some minimum number of students,
directly remove nodes; most remove edges, but once all
edges to a node are removed, the node itself is removed
from the network. Edges with correlations that were not
significant at the p < 0.05 level after a Bonferroni correc-
tion was applied were removed. Note, for brevity we will
shorten partial correlation to correlation and use r as the
partial correlation coefficient in this work. Item responses
that were chosen by fewer than 5% of students were
removed. Edges with negative correlations were removed.
A correlation threshold was then applied to remove small
correlations. In most previous studies, r > 0.2 was used
where r is the partial correlation coefficient correcting for
overall instrument score; the current study introduces a
graphical method to set the threshold for each sample
(Sec. II D). This threshold was selected to produce compact
communities with theoretically understandable structure.
The sparsification process and its relation to sample size is
discussed in more detail in Sec. II E.

TABLE I. Sample description.

Sample N
Undergraduate
population

ACT
25th–75th
percentile

1 9606 44 000 22–29
2 4360 23 000 23–30
3 1496 19 000 22–30
4 466 4000 33–35
5 213 10 000 33–35
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Once the network is constructed, a community detection
algorithm (CDA) is applied to identify communities within
the network. In network analysis, a set of nodes that have
stronger connections between themselves than with nodes
outside of the set is called a community or a module. Note,
in this work very strong levels of sparsificaiton are used
which produce compact disconnected subgraphs; a dis-
connected subgraph is called a “component” in network
analysis. Different levels of sparsification would generate
more connected structure; as such, we will continue to use
the term community. This work used a global sparsification
method which does not attempt to preserve structure
resulting from responses selected by very few students.
For networks with important structure on many levels, this
may result in the removal of interesting structures [61];
however, for networks formed of conceptual inventory
responses it seems likely this low level structure results
from student mistakes when bubbling scantron sheets,
unserious answering, and random noise. As such, global
sparsification seems theoretically justified. This study
applied the fast-greedy CDA [62] to identify communities
within the network. Wells et al. [10] showed that other
community detection algorithms produced similar results to
the fast-greedy CDA in most cases. The CDA was applied
to 1000 bootstrap replications sampling the dataset with
replacement. The community fraction C is defined as the
fraction of times any two nodes appeared in the same
community. Communities were retained for analysis when
C > 80%; the community was identified in 80% of the
bootstrap replications. The boot package [63] in R was used
for bootstrapping and the igraph package [64] in R was
used for the community detection.

D. Partial correlation threshold

In MMA-P, a threshold value for the partial correlation
coefficient r was used to sparsify the network. In previous
module analysis studies, the sparsification criteria was
selected qualitatively [9–11,13,65]; the minimum value of
r was selected which produced networks with sufficiently
small communities that the common reasoning required
by items in the community could be identified. In this
work, a more quantitative method was used to choose the
threshold. The MMA-P networks were calculated using a
range of r thresholds; for these networks, the average
community size (ACS) was plotted against the total
number of communities (NC). The ACS is the average
number of nodes in a community. The correlation thresh-
old was chosen as the r value for which this plot was
changing most rapidly. At this correlation threshold, the
community structure is simplifying rapidly with changing
r. This is similar to selecting the optimal number of factors
in an exploratory factor analysis by examining the scree
plot and choosing the number of factors at the “knee” in
the plot.

E. Sparsification and statistical power

Prior MMA and MMA-P studies used single large
datasets or two large datasets of commensurate size. The
current study uses five datasets of very different sizes; some
elements of sparsification interact with sample size and
need to be considered if the goal is to compare networks
across institutions.
In prior MMA and MMA-P studies, one of the sparsi-

fication operations was to remove nodes selected by fewer
than 30 students. These studies all used large samples of at
least 2500 students; as such, the 30 student threshold
removed only responses selected by less than approxi-
mately 1% of students. This threshold was introduced to
remove the inevitable small background of students who
misread questions or bubble scantron sheets incorrectly;
these errors introduce responses not related to physics
reasoning. Three of the five samples used in this work are
smaller than in previous studies; two substantially smaller.
The purpose of this study is to compare MMA-P results
across institutions; applying a 30-student response thresh-
old would represent a substantially different percentage of
total responses removed at the five institutions studied. To
allow fair comparison, a response threshold of 5% was used
in this study. This was selected to allow the retention of at
minimum nodes with 10 responses in sample 5. Analysis in
the Supplemental Material [66] suggests that at even this
small sample size, MMA-P can identify statistically sig-
nificant structure.
The sparsification operations applied in this study are the

minimum student response threshold (5% in this study),
requiring edges represent correlations between nodes with
significance of p < 0.05 after a Bonferroni correction is
applied, requiring edges to have positive correlations,
requiring those correlations to be above a correlation
threshold (generally around r > 0.2 where r is the partial
correlation coefficient between nodes), and requiring the
edge be detected in the same community in 80% of
bootstrap replications. Because the Bonferroni correction
depends on the number of statistical tests performed, the
order of these operations should be investigated. In this
study, we chose to apply the Bonferroni corrected signifi-
cance threshold first because we felt the highest priority
should be to eliminate the consideration of statistically
insignificant structures; however, we acknowledge an argu-
ment can be made for applying the student response
threshold first to minimize the number of statistical tests
performed. The Supplemental Material [66] presents a
comparison of the resulting structure if the student response
threshold is applied first or after the Bonferroni corrected
significance threshold. For all samples, the order of the
response threshold and the significance threshold does not
change the number of nodes in the final network for the
post-test; some small differences are found in the pretest
network for samples 1–4. The pretest differences were
more pronounced for sample 5. As such, MMA-P is
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generally not sensitive to the order of applying the
response threshold and the significance threshold. The
reason for this is likely that the r > 0.2 correlation
threshold is a very strong criteria (r ¼ 0.1 represents a
small effect and r ¼ 0.3 a medium effect), making the
significance threshold unimportant. Even at the size of
sample 5, a correlation of r > 0.2 is significant with a
small p value. The difference in the number of final nodes
between the response threshold of 30 in prior studies and
5% in this study was also examined. There was little effect
for samples 1–4 for the post-test; however, the number of
nodes in sample 5 changed from 14 with the 5% threshold
to 8 with the 30 threshold. Differences were smaller in the
pretest networks.
Naturally, nodes removed by either the 30 or 5%

response threshold are selected by a few students. The
Supplemental Material [66] also presents an analysis of the
correlation of small occupation nodes; with sufficiently
consistent answering, even infrequently selected nodes can
have statistically significant correlations. This analysis also
revealed that, for sample 5, correlations between nodes
needed to be at least 0.35 to pass the significance threshold
test. This and the inconsistencies observed above suggest
that sample 5 is too small to resolve any but the most
correlated network structure; as such, we focus on compar-
isons of samples 1–4 and discuss sample 5 only as a
partially resolved network structure and as an example of
the information which can be extracted byMMA-P even for
smaller samples. This is fundamentally an issue of stat-
istical power; at the size of sample 5 there is insufficient
statistical power to resolve structure with the same detail as
other samples.

F. Multiplex networks

Multiplex networks are networks composed of multiple
layers where each layer is itself a network. The same node
may be present in many layers; nodes in multiplex net-
works are called “actors” [67]. In general, actors may be
connected through edges that represent different types of
relations in different layers of the network. As an example,
a multiplex network could be used to represent social and
professional connections where actors are people and
different layers represent different mediums in which
people interact (work, home, social media, etc.). For a
more complete explanation of multiplex networks consult
Dickison et al. [67] or Kivelä et al. [68].
A multiplex network was formed applying MMA-P to

the FCI response data from each institution studied indi-
vidually, creating 5 distinct networks. These networks were
then added as layers forming a multiplex network. As the
networks were computed independently using the MMA-P
algorithm of Yang et al. [12], the different sample sizes did
not restrict their use in a multiplex network. The multiplex
network framework is used for the depth of layer

comparison tools available. The actors in this context are
item responses and the edges are the partial correlations
between pairs of item responses. While we propose no
explicit interaction between the layers, each layer repre-
sents features of the structure of Newtonian thinking
measured by the FCI at a single institution. We will find
this thinking extremely similar across institutions leading to
an implicit interaction between the layers in the form of the
general structure of conceptual Newtonian reasoning. The
R package multinet [69] was used to construct the multi-
plex network.

G. Network comparison metrics

In this work, the primary benefit of combining the five
networks into a single multiplex network is the availability
of a rich set of tools to identify common structure in
multiplex networks and metrics to characterize those net-
works. This work will utilize only a small subset of the
available analysis methods.
The clique percolation method (CPM) is an efficient

means of identifying overlapping communities in multiplex
networks [70]. TheCPM identifies communitieswhich share
k edges inm layers. Figures 1 and 2 show an example of the
clique percolation method with k ¼ 1 and m ¼ 3. Cliques
with one edge that appear in the networks of at least 3 of the 4
largest samples are shaded with the same color. Clique
percolation can also be used to simplify the process of
identifying sets for further network comparisonmetrics, such
as the set of triangle communities with m ¼ 1 and k ¼ 3
[71]. A triangle is a completely connected subnetworkwith 3
nodes. As an example, consider the sample 4 pretest network
in Fig. 1. The completely connected 3 node communities are
f4E�; 15A�; 28E�g and f17B�; 25C�; 26E�g which each
count as one triangle. The completely connected 4 node
community f5B�; 11D�; 13D�; 18B�g contains 4 completely
connected 3 node groups and counts as four triangles;
therefore, the sample 4 pretest network contains 6 total
triangles.
Many network comparison metrics are available for

multiplex networks. In this work, we report the coverage
index (CI) [72] for a variety of structures found in the
networks. The CI measures the similarity between two sets
by dividing the size of the intersection of the sets by the size
of each set. The intersection of sets A and B is the set
containing all elements that are found in both sets. For two
sets A and B, two coverage indexes can be calculated:
CIA¼NðA∩BÞ=NðAÞ and CIB ¼ NðA ∩ BÞ=NðBÞ, where
the function NðXÞ computes the size of the set X. The CI
provides a natural measure of the degree to which one set
has members in common with another set. CI is calculated
for three network structures: actors (nodes), edges, and
triangles. CI results are represented using the corrplot
package [73] in R as shown in Fig. 4.
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FIG. 1. Pretest networks. Communities are shaded consistently with the post-test networks to allow comparison. Shaded communities
not found in at least three of the four largest pretest samples are outlined in red. Correct responses are marked with an asterisk. The size
of the partial correlation between the responses is proportional to the edge width.
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FIG. 2. Post-test networks. Communities found in three of the four largest samples are shaded with the same color. Correct responses
are marked with an asterisk. The size of the partial correlation between the responses is proportional to the edge width.
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III. RESULTS

Table II shows the sample size, pretest average, post-test
average (mean� standard deviation), normalized gain, and
Cohen’s d between pretest and post-test.

A. The networks

The community structure identified by MMA-P is shown
for the pretest in Fig. 1 and for the post-test in Fig. 2. The
figures shade like communities in multiple networks with
the same color. Only communities identified in three of the
four largest post-test samples are shaded. Various combi-
nations of 4E*, 15A*, and 28E* were found in either the
pretest or post-test networks; these have also been shaded.
The asterisk indicates that the response is the correct
response. Items 4, 15, and 28 require Newton’s third law
for their solution. For the pretest in Fig. 1, the communities
have been colored consistently with the post-test in Fig. 2 to
allow comparison. Shaded communities that were not
found in at least three of the four largest samples on the
pretest have been outlined in red.

TABLE II. Descriptive statistics.

Sample N
Pretest

average %
Post-test
average %

Normalized
gain d

1 9606 26.7� 13.2 54.1� 22.5 0.37 1.49
2 4360 40.9� 18.1 71.4� 17.9 0.52 1.69
3 1496 31.6� 16.4 43.3� 20.2 0.17 0.64
4 466 42.7� 18.9 61.5� 19.3 0.33 0.98
5 213 68.0� 19.9 88.5� 11.9 0.64 1.25

TABLE III. Communities of FCI responses identified in at least 3 out of 8 pretest or post-test networks of the four largest samples.
Cells with the label × are subcommunities of a larger community or are found with a different edge structure, while cells labeled ⊗ are
explicitly found in the network. Sample 1 is abbreviated as S1, sample 2 S2, etc. Responses that are separated by dashes are connected to
each other, but not to other responses in the community. Responses that are in parenthesis are completely connected.

Pretest Post-test

Community S1 S2 S3 S4 S5 S1 S2 S3 S4 S5 Explanation

Completely incorrect communities
4A-15C × × ⊗ × × × × Newton’s third law misconceptions.

(4A, 15C, 28D) ⊗ ⊗ ⊗ × ⊗ ⊗ Newton’s third law misconceptions.

5D-18D ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ Motion implies active forces.

5E-18E ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ Motion implies active forces: Centrifugal force.

6A-7A ⊗ ⊗ ⊗ ⊗ ⊗ Circular impetus.

8A-9B ⊗ ⊗ ⊗ ⊗ × × × Blocked items: Last force to act determines motion.

9B-(8A, 21B, 23C) ⊗ ⊗ ×
8A-9B: Blocked items. 21B-23C: Blocked items.
Both: Last force to act determines motion.

17A-25D ⊗ ⊗ ⊗ Largest force determines motion.

21B-23C ⊗ ⊗ ⊗ ⊗ × ⊗ × × ⊗ Blocked items: Last force to act determines motion.

23D-24C ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ Impetus dissipation.

Mixed correct and incorrect communities
8B*-21C ⊗ × × × 8B* and 21C share a similar trajectory.
21C-23B* ⊗ × × Blocked items: 21C and 23B* share a similar trajectory.

Completely correct communities
4E*-28E* × × × × × × × ⊗ Newton’s third law.

15A*-28E* ⊗ × × × × × × × Newton’s third law.

(4E*, 15A*, 28E*) ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ Newton’s third law.

5B*-18B* ⊗ × ⊗ ⊗ ⊗ × × ⊗ Centripetal acceleration in a curved trajectory.

(5B*, 13D*, 18B*) × ⊗ ⊗
Motion under gravity;

A force in the direction of motion is not necessary.

11D*-13D* × × ⊗
Motion under gravity;

A force in the direction of motion is not necessary.

17B*-25C* × ⊗ × × × ⊗ ⊗ ⊗ Newton’s 1st law; Addition of forces.

17B*-25C*-26E* × × ⊗ ⊗ Newton’s 1st and 2nd law; Addition of forces;
(26E*) 1D acceleration.
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The communities that appear in at least three out of eight
pretest or post-test networks of the four largest samples are
summarized in Table III. Only a subset of all communities
are presented to highlight structures that were common
across many institutions and to suppress communities that
differ by a single edge. To partially capture the rich
morphologies shown in the figures, completely connected
communities are shown in parentheses separated by com-
mas. A community is completely connected when each
node in the community is connected by an edge to every
other node in the community. A node that is only connected
to one other node is indicated by a dash. For example, the
sample 1 post-test community 9B-(8A, 21B, 23C) contains
a completely connected subgroup (8A, 21B, 23C) and one
node, 9B, that is only connected to node 8A. Communities
containing only two nodes must be completely connected
and, therefore, the communities 8A-9B and (8A, 9B) are
equivalent.
Some communities appear as independent communities

not connected to other nodes in some samples and as
subgroups of larger communities in other samples. Some
communities also share the same nodes but have different
edges in different samples. A community is marked with
an × to indicate it is also contained in a larger community
or that it is also found with an alternate edge structure. For
example, the community formed of nodes 8A, 9B, 21B, and
23C is found with two different structures. In the sample 4
post-test, the community is completely connected. In the
sample 1 and sample 3 post-test, the edges connecting 21B
and 23C with 9B are missing. It is also found as two distinct
communities in the sample 1, 3, and 4 pretest as 8A-9B and
21B-23C.
Table III also includes a descriptive phrase explaining

either the misconception or correct reasoning principle
represented by the community. For incorrect communities,
these were drawn from the taxonomy of Jackson and
Hestenes [6] while incorporating changes to this taxonomy
suggested in the original MMA paper [10]. Correct answers
are classified using the detailedmodel of the FCI constructed
by Stewart et al. [19]. The original model proposed with the
publication of the FCI [2] divided the items into six broad
categories.Themodel byStewart et al. classifies each itemby
the set of reasoning principles needed to solve the item
producing a much more detailed model of each item.
A table of all communities that appear in either the

pretest or post-test networks is presented in the
Supplemental Material [66]. On the post-test, the commun-
ities identified in the networks of only one or two
institutions differ from those in Table III by the addition
or subtraction of a single edge. The communities on the
pretest found only at 1 or 2 institutions were generally
communities formed of only two nodes.
Figure 2 indicates a strong similarity between student

responses postinstruction with most communities identified
in three of the four largest samples. All 12 shaded

communities were identified in samples 1 and 3; sample
2 is missing 8A-9B and 6A-7A while sample 4 is missing
5E-18E and 17A-25D. There was also substantial consis-
tency in those nodes identified in fewer than three of the
four samples. The combination 6B*-7B* was identified in
two of the four samples. Different combinations of
responses to items 11, 13, and 30 were sporadically
identified; these items involve the identification of the
forces acting on an object in motion. Blocked responses
26E* and 23B* were also sometimes found attached to
other responses in their item block. As such, the consis-
tency of completely correct, completely incorrect, and
mixed communities was striking at these very different
institutions.
The communities identified postinstruction in three of

the four samples include all communities identified in
three of the four largest preinstruction samples; however,
generally less community structure was identified in the
pretest networks. Samples 1 to 4 contain only 5 to 8 of the
12 consistently identified (shaded) post-test communities.
The structure that was identified was also less consistent
between the 4 largest pretest samples. Figure 1 indicates
shaded communities not found in at least three of the
four pretest samples by outlining the nodes in red. The
pretest networks contain all consistently identified com-
pletely correct communities identified in the post-test.
Communities 17B*-25C* and (4E*, 15A*, 28E*) were
identified in three of the four largest pretest samples;
community 5B*-18B* was only identified in two of the
four largest samples.
Interestingly, the post-test networks also contained

completely incorrect communities not consistently found
in the pretest: 6A-7A, 5D-18D, and 17A-25D. As the
students correct thinking improved, those still answering
consistently incorrectly were those applying a consistent
misconception. The pretest also contained no mixed correct
and incorrect communities while 8B*-21C was consistently
identified in all four largest post-test samples.
Communities formed of incorrect responses to items

requiring Newton’s third law for their correct solution
(items 4, 15, 16, and 28) are categorized as “Newton’s third
law misconceptions.” These responses apply either the
“greater mass implies greater force” or the “most active
agent produces greatest force” misconceptions from
Hestenes and Jackson’s taxonomy [6]. The Newton’s third
law items do not allow these misconceptions to be disen-
tangled. This may explain the mixing of items with
different combinations of Newton’s third law items shown
in Table III.
Most communities identified and described in Table III

have been identified previously in the FCI by either Wells
et al. [10,11] or Yang et al. [12]; communities 21C-23B*
and 5B*-18B*-13D* had not been reported in prior studies.
These will be discussed with the mixed and completely
correct communities.
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To understand the communities identified by MMA-P, a
detailed understanding of the structure of concepts mea-
sured by the FCI is needed. Stewart et al. identified four
groups of isomorphic items [19]: f4; 15; 16; 28g, f5; 18g,
f6; 7g, and f17; 25g. Isomorphic items can all be answered
correctly by the same reasoning process. The FCI also
contains 5 item blocks: f5; 6g, f8; 9; 10; 11g, f15; 16g,
f21; 22; 23; 24g, and f25; 26; 27g. The blocking of items
can produce correlations between items not related to the
physical principles tested by the items and make the items
difficult to interpret statistically [10]. For example, the
correlations between items in an item block may be
generated by the consistent misinterpretation of the item
stem; thus producing a nested structure for the item
correlations.
The completely incorrect communities are often formed

by incorrect responses to isomorphic items. In general,
when the same correct reasoning process is needed to solve
two items, the misconceptions related to those items are
also similar. The two-node communities not formed of
responses to isomorphic items (21B-23C and 23D-24C) are
both part of item blocks and both responses in each
community share the same misconception based on
Hestenes and Jackson’s taxonomy [6]. It is not possible
to separate the contribution of the blocked structure of the
FCI from the effect of holding the “last force to act
determines motion” misconception on students’ selection
of these responses together.
The only completely incorrect community with four

nodes combines the communities from two different sets of
blocked items: 8A-9B and 21B-23C. All four responses
share the last force to act determines motion misconception
[6]. Items 8 and 9 are blocked and ask the students about
the trajectory and velocity of a hockey puck after it is struck
at a right angle to its direction of motion. Items 21 and 23
are also blocked and involve the trajectory of a rocket; in
item 21 the rocket experiences a thrust at a right angle to its
trajectory; in item 23 the rocket continues after the thrust is
removed. Responses 8A, 21B, and 23C present straight
trajectories at right angles to initial direction of motion.
One community which mixes correct and incorrect

responses was identified in each of the four largest post-
test samples, 8B*-21C. Responses 8B* and 21C both
present the students with straight line trajectories: this
trajectory is correct for item 8 and incorrect for item 21.
One mixed correct and incorrect community, 21C-23B*,
appears in two post-test networks and one pretest network.
Items 21 and 23 are part of an item block which asks about
a rocket drifting in space which then fires its engine; the
responses 21C and 23B* present the same trajectory, a
diagonal line. This trajectory is correct for item 23 and
incorrect for item 21. These two communities may show
that the selection of the correct responses 8B* and 23B*
does not indicate an understanding of the underlying
mechanics concepts.

The completely correct communities were generally
composed of responses to isomorphic items. The identi-
fication of these communities by MMA-P suggests that
these correct responses are being selected together more
often that one would predict based on the overall instru-
ment score.
Some completely correct communities were not formed

solely of isomorphic items. The community 11D*-13D* is
formed of two items asking about the forces on an object
moving under gravity: item 11 asks about a hockey puck
sliding along a frictionless surface and item 13 about an
object thrown directly upward. Both items have correct
answers that gravity is one force acting on the object and
both present the students with incorrect responses indi-
cating a force in the direction of motion. In community
17B*-25C*-26E*, the isomorphic item pair 17 and 25 is
joined by item 26; this item only has an edge with item 25.
This community is found in two post-test networks and one
pretest network. Items 25 and 26 are part of an item block
which may explain the correlation. The community
(5B*,18B*,13D*) was found in one pretest and one
post-test network while 5B*-18B*-13D* was found in
one post-test network. Item 13 asks about the forces on a
ball thrown vertically in the air and has the correct response
that only the force of gravity acts on the ball. Items 5 and 18
are isomorphic and ask about the forces acting on an object
traveling in a curved trajectory. A downward force of
gravity is one of the correct forces for both items. The three
items may be selected together because of a correct
understanding of the force of gravity. All three items have
incorrect responses which posit a force in the direction of
motion; the responses may also be selected together
because the student does not hold the force in the direction
of motion misconception.
Sample 5 shows the kind of information that can be

extracted using MMA-P for smaller samples. Both the
sample 5 pretest and post-test networks were smaller than
the other samples likely because the lower statistical power
prevented the resolution of more detailed structure. These
networks did contain consistently selected correct and
incorrect responses identified in other networks suggesting
that while not all structure may be resolvable at this sample
size, the structure that is resolved is reliable. We note that
some of failure to identify more structure may result from
the very high general performance of this sample on
the FCI.

B. Partial correlation threshold

The partial correlation threshold for each network was
selected by plotting the average community size (ACS)
against the number of communities (NC). The average
community size is the total number of nodes in the network
divided by the number of communities. An example ACS
vs NC graph for the sample 1 post-test network is shown in
Fig. 3. Each point is calculated at a different r threshold
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value. The plot changes slope quickly near the point with
r ¼ 0.21 which was used as the threshold for calculating
the sample 1 communities in Fig. 2. Plots for other
networks are included in the Supplemental Material [66].
The correlation thresholds selected using this method for

the pretest and post-test are shown in Table IV. The sample
5 network was independent of r and, therefore, no thresh-
old was required for this sample. As shown in the
Supplemental Material [66], this behavior is the result of
the sample size making the resolution of correlations below
0.35 unlikely.

C. Layer comparison results

A wealth of network comparison metrics have been
developed for multiplex networks. For this work, we use
the coverage index of the actors (nodes), edges, and
triangles (completely connected 3 node subnetworks) to
quantitatively characterize network similarity. Plots of
these quantities are shown in Fig. 4. These plots make
use of pie charts where a completely filled circle represents
an index of 1, an empty cell represents an index of 0, and a
half-filled circle an index of 0.5. For samples i and j
with i < j, the plot below the diagonal represents CIi ¼
NðXi ∩ XjÞ=NðXiÞ and the plot above the diagonal CIj ¼
NðXi ∩ XjÞ=NðXjÞ where X is the set of actors, edges, or
triangles. For example, consider the plot of the pretest

coverage edges of sample i ¼ 1 and sample j ¼ 2, the
circle below the diagonal plots CI1 ¼ NðX1 ∩ X2Þ=NðX1Þ
the fraction of the total number of edges in sample 1 that are
also in sample 2. Approximately 67% of the edges in
sample 1 are also in sample 2. The circle above the diagonal
plots CI2 ¼ NðX1 ∩ X2Þ=NðX2Þ, the fraction of edges in
sample 2 that are also in sample 1. The circle is 22% full;
therefore, 22% of the edges in sample 2 are also in
sample 1.
Communities composed of two and three nodes form the

majority of communities identified in all networks; as such,
coverage edges and triangles are natural structures to investi-
gate to characterize similarity. Figure 4 shows substantial
similarity between networks for samples 1 to 4 in actors,
edges, and triangles on the post-test. The plots also illustrate
the lower similarity of the pretest networks compared to the
post-test networks. There are no triangles in the sample 1
pretest.
TheCI allows the quantitative exploration of the change in

similarity between the networks from the pretest to the post-
test. The average CI, hCIi, of the four largest samples shows
an increase in similarity from pretest to post-test (pretest
hCIi ¼ 0.63 actors, 0.58 edges, and 0.28 triangles; post-test
hCIi ¼ 0.79 actors, 0.72 edges, and 0.66 triangles). As such,
on average, half of the actors and edges found in the pretest
network of one sample are also found in the pretest network
of another sample. These averages grow to 79% and 72% on
the post-test indicating the structure of consistently selected
responses is greater on the post-test. This is to be expected
as physics instruction serves to even out differences in
incoming student preparation. Only samples 2, 3, and 4
contain triangles in both the pretest and post-test networks.
Averaging the CI for these samples only shows the triangles
change little from pretest to post-test (hCIipre ¼ 0.56,
hCIipost ¼ 0.60). This stability is partially the result of
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FIG. 3. The correlation threshold r for the sample 1 post-test network. Each point represents a network calculated at the
labeled r value.

TABLE IV. Partial correlation threshold coefficients used for
each sample.

Pre or
Post Sample 1 Sample 2 Sample 3 Sample 4 Sample 5

Pretest 0.20 0.20 0.16 0.21 not applicable
Post-test 0.21 0.20 0.17 0.22 not applicable
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correct and incorrect responses to Newton’s third law items
forming the majority of the triangles.

D. Misconception scores

Wells et al. [10] used the consistently selected incorrect
responses identified by module analysis to define a

misconception score which quantitatively captures the aver-
age fraction of misconceptions of each type selected by a
student. This statistic measures the frequency of applying
different misconceptions and should be related to how
strongly they are held. Table V presents the misconception
scores for completely incorrect communities found in most
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post-test networks in Figs. 1 and 2. Misconception scores
represent the number of responses chosen that are associated
with a misconception out of the total number of FCI
responses that are associated with the same misconception.
Misconception scores are computed independently for each
institution. For example, responses 6A and 7A are related to
the circular impetus misconception; a student can select
either 0, 1, or 2 of these responses resulting in a miscon-
ception score of 0%, 50%, or 100%, respectively. The 12.9%
score shown for sample 1 for the circular impetus miscon-
ception is the average of each student’s misconception score
for that sample. The misconceptions are classified using the
modifications proposed in Wells et al. [10] to the Hestenes
and Jackson taxonomy [6].
The misconception score can be converted into the

average number of misconception responses of each type
selected by students by multiplying the score by the
number of responses in the group. For example, the
Newton’s third law misconception group contains 3
responses, the 31.9% misconception score for sample 1
indicates that on average students in this sample select
3 × 0.319 ¼ 0.96 of these responses for each application of
the FCI. That is, even postinstruction, students are on
average answering one Newton’s third law item incorrectly
using a common misconception.
The largest force determines motion, Newton’s third

law, and motion implies active forces misconceptions
consistently have the highest score across all five insti-
tutions. The average misconception scores for these three
misconceptions for the four largest institutions are 44%,
39%, and 31%, respectively. These misconceptions
are also the most commonly selected, but at a lower rate,
by the very highly performing sample 5. Students on
average select responses related to these misconceptions
2 × 0.44 ¼ 0.88, 3 × 0.39 ¼ 1.2, and 5 × 0.31 ¼ 1.6
times each time the FCI is given. These misconceptions
are likely some of the most widely held and consistently
applied in mechanics and remain postinstruction at insti-
tutions with a broad spectrum of student populations. The
rest of the misconception scores vary greatly between
about 1% and 20%. Misconception score is highly

negatively correlated with post-test score, which explains
why sample 3 consistently has the highest scores (more
students selecting responses indicating misconceptions)
and sample 5 consistently has the lowest scores for each
community. Note, while sample 5 had insufficient stat-
istical power to fully resolve its network structure, this
should not restrict the validity of its misconception scores.

IV. DISCUSSION

This work posed three research questions; they will be
explored in what follows. Many of the findings were
discussed in the prior section; this section will provide a
summary.
RQ1: How does the community structure identified

through module analysis of the FCI compare across
multiple institutions? What does this community structure
imply about student understanding of mechanics? Across
four U.S. institutions with a range of ACT, pretest, and
post-test scores as well as demographically different
undergraduate populations, the community structure in
the pretest and the post-test was very similar. As
Table III shows, misconceptions related to Newton’s third
law, circular impetus, impetus dissipation, motion implies
active forces, last force to act determines motion, and
motion implies active forces-centrifugal force appear in
most of the post-test networks and many of the pretest
networks. A large majority of the communities for both the
pretest and post-test are found in at least three samples; the
majority of post-test communities in four samples. These
results imply that misconceptions measured by the FCI are
coherently applied at a broad spectrum of U.S. institutions
both preinstruction and postinstruction. The misconception
scores presented in Table V suggest the largest force
determines motion, Newton’s third law, and motion implies
active forces misconceptions are the most prevalent
postinstruction.
The incorrect response communities corresponding to

misconceptions are also largely found in Brewe et al.’s
original module analysis work, which was applied to 143
FCI responses from first-year physics majors in Denmark.

TABLE V. Percentage of students selecting each incorrect response associated with a misconception for the FCI post-test.

Misconception scores

Misconception Responses Sample 1 Sample 2 Sample 3 Sample 4 Sample 5

Largest force determines motion 17A,25D 40.0% 38.3% 51.3% 45.9% 13.9%
Newton’s third law misconceptions 4A,15C,28D 31.9% 33.5% 42.7% 46.4% 8.6%
Motion implies active forces 5D,11C,13C,18D,30E 31.4% 20.7% 39.3% 33.6% 10.6%
Circular impetus 6A,7A 12.9% 6.7% 15.2% 8.7% 2.8%
Motion implies active forces;
centrifugal force

5E,18E 16.9% 7.0% 19.3% 11.5% 0.5%

Impetus dissipation 23D,24C 18.5% 8.5% 17.4% 14.9% 4.5%
Last force to act determines motion 8A,9B,21B,23C 21.4% 6.4% 21.3% 13.6% 4.7%
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The modules in that work were much larger and were
interpreted somewhat differently, but the following incor-
rect response communities identified in the current work
were each found in one of their modules as well: 17A-25D
related to the largest force determines motion misconcep-
tion, (4A-15C-28D) related to Newton’s third law mis-
conceptions, 9B-(8A-21B-23C) related to the last force to
act determines motion misconception, and 5D-18D related
to the motion implies active forces misconception. This
consistency suggests the misconception groups are also
present in international students.
Community 5D-18D, corresponding to the motion

implies active forces misconception, community (4A,
15C, 28D), corresponding the Newton’s third law mis-
conceptions, and community 17A-25D, corresponding to
the largest force determines motion misconception, stood
out as particularly problematic post-instruction. All were
identified in three of the four largest samples postinstruc-
tion and had the three highest misconception scores
indicating the misconceptions were still frequently applied
postinstruction across a broad spectrum of institutions.
Communities representing the circular impetus, last force
determines motion, impetus dissipation, and motion
implies active forces-centrifugal force were also identified
in three of the four largest samples; however, these
responses had generally lower misconceptions scores
indicating they are applied less frequently postinstruction.
Many of the incorrect communities identified postinstruc-
tion with high misconception scores were identified pre-
instruction much less consistently. This may be because
many students answer incorrectly preinstruction because
they have little knowledge of the correct physics and thus
are not consistent, but students with consistently applied
misconceptions retain these postinstruction.
The similarity of the community structure across the

institutions studied suggests that the sets of consistently
applied misconceptions present preinstruction and remain-
ing postinstruction may be very consistent across many
institutions. Misconception scores suggest many of these
misconceptions are still selected by many students post-
instruction at all but the most highly performing institu-
tions. This observation identifies a group of misconceptions
which may be the most important to target to improve
student understanding of Newtonian physics.
Both the completely correct and completely incorrect

community structure was primarily related to groups of
isomorphic and blocked items. The isomorphic item
communities show that there are groups of items testing
the same concept and generally the same misconception
which are answered together more often than one would
predict based on total instrument score; this indicates the
FCI measures some more fine grained structure beyond a
single Newtonian force concept. This is consistent with
factor analysis work showing that between 5 and 9 factors
are optimal [15–19]. The practice of the blocking of items

continues to make correlations found in these samples
difficult to reliably identify as consistently applied
misconceptions.
The two mixed correct and incorrect communities are of

particular interest. For both communities, the student is
selecting responses representing qualitatively similar
straight line trajectories. In both cases, the student selecting
the same trajectory for both correct and incorrect responses
may indicate the item being answered correctly is not
functioning properly.
The communities identified in sample 5 were substan-

tially different than all other samples both preinstruction
and postinstruction. Far fewer communities were identified
than in the other four samples which was likely the result of
the lower statistical power requiring larger correlations for
statistical significance. The smaller networks contained
both completely correct and completely incorrect commun-
ities identified in the other samples. It seems quite likely
that, with a larger dataset, the sample 5 community
structure would resemble that of other institutions, but
additional research would be needed to establish this. The
misconception scores of sample 5 were dramatically lower
than those of all four other samples suggesting that even if
the networks were similar at higher sample size, many
fewer students were left consistently applying common
misconceptions in the classes from which sample 5 was
drawn.
RQ2: How can the parameters required by module

analysis be selected quantitatively? This work proposed
a new quantitative method to select the correlation thresh-
old r; the correlation at which edges in the network are
retained. In past module analyses, r > 0.2 was most
commonly chosen as the correlation threshold [10–13].
In some works, r > 0.2 yielded a network far too sparsified
and r > 0.15 was chosen instead [13]. These values were
chosen by examining the networks at multiple r thresholds
and qualitatively determining a threshold by choosing a
network that had theoretically explainable structure while
minimizing r.
To partially eliminate the uncertainty of this method, a

number of quantitative approaches for choosing r were
explored with the goal of yielding similar results to the
qualitative approach. The global clustering coefficient, the
number of triangles divided by the number of triples in a
graph [74], and other local transitivity measures within the
graph were examined. A triple is a set of three nodes that
are not fully connected; differing from a triangle by a single
edge. These were not productive because of the low number
of triangles in the networks. Graphing the average com-
munity size (ACS) against the number of communities
(NC) yielded the most promising results out of the metrics
tested. Both the ACS and the NC are calculable for small
networks such as those identified by MMA-P for the FCI.
For more complex networks other metrics may be more
appropriate.
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RQ3: What quantitative network analytic methods are
productive for characterizing institutional differences and
similarities identified by module analysis? What do these
measures imply about the student understanding of
mechanics? The coverage index for actors, edges, and
triangles proved to be a useful metric for comparing
institutional differences and similarities. Figure 4 shows
the coverage index for both the pretest and the post-test for
the four largest samples. The coverage indices identified
substantial similarity in samples 1 to 4 in the actors, edges,
and triangles identified in the post-test. This is consistent
with the fairly uniform number of communities identified,
from 11 to 13 communities. The pretest networks were
smaller and more variable with from 6 to 11 communities in
the four largest samples. This variability was captured by the
coverage index. For the pretest, the sample 2 to 4 networks,
while less consistent than the post-test, were often not
substantially less consistent. The sample 1 pretest network
was qualitatively different with fewer communities than the
other large samples; this difference was clearly shown in the
coverage index plots of the pretest (the first row).
The coverage index allowed the change from pretest to

post-test to be quantitatively characterized with average
coverage index of hCIi ¼ 0.63 for actors and 0.58 for edges
on the pretest which increased to hCIi ¼ 0.79 for actors,
0.72 for edges on the post-test, an increase but not an
overwhelming increase. Many other network comparison
metrics are available for multiplex networks and may be
useful in future research.
The average value of the CI for the actors and edges over

all samples showed the similarity of the networks increased
from pretest to post-test. As such, both the consistently
selected correct responses and consistently applied mis-
conceptions became more similar across four institutions
with very different undergraduate populations. This indi-
cates both correct knowledge that can be applied in
multiple contexts and incorrect knowledge that is consis-
tently applied in multiple contexts is fairly similar across
U.S. institutions with very different undergraduate popu-
lations, FCI pretest scores, and FCI post-test scores.
The misconception scores show that students are on

average selecting about one response indicting the appli-
cation of the largest force determines motion, Newton’s
third law, or motion implies active forces misconception
postinstruction each time they take the FCI. The rate of
consistently applying these misconceptions was much
lower at the highest performing institution.

V. IMPLICATIONS

Module analysis was successful in identifying the same
communities of consistently selected correct and incorrect
responses within the FCI across a wide variety of institu-
tions. This suggests that consistently applied Newtonian
misconceptions exist prior to and after instruction in
college physics classes that span the spectrum of incoming

student preparation. These misconceptions persist post-
instruction, despite each sample having an improvement in
FCI scores of medium or large effect size from pretest to
post-test. The primary misconceptions held by a substantial
number of students post-instruction were misconceptions
related to Newton’s third law, largest force determines
motion, and motion implies active forces. It might be
productive to focus on this group of misconceptions out of
the broad catalog of FCI misconceptions tabulated
by Hestenes and Jackson [6] for targeted instructional
interventions.
The FCI contained a number of completely correct

communities formed of isomorphic items. These items are
selected together more than would be predicted based on the
overall instrument score. This suggests that, if additional
items measuring these concepts were developed, it might
allow themeasurement of subdimensions of theseNewtonian
force concepts. This would provide instructors with a more
fine-grained measurement of student knowledge.

VI. FUTURE WORK

Module analysis has been productively applied to the
FCI, FMCE, and CSEM. These instruments are tradition-
ally scored where each item has a single correct response.
Module analysis should also be productive for instruments
with more complex scoring rules. For example, an instru-
ment where students could select multiple responses to a
single item. It might also be productive for more complex
instrument structures such as contingent items where an
item is only presented to the student if some response to a
prior item is selected. Module analysis should also be able
to be extended to Likert scale survey items and may provide
additional insight into the relations of noncognitive con-
structs such as self-efficacy, belonging, and identity.
The current work and prior MMA and MMA-P analysis

of the FCI, FMCE, and CSEM have used very restrictive
correlation and community fraction thresholds so as to
identify compact communities with clear theoretical
explanations. With these communities identified, the cor-
relation and community fraction thresholds can be relaxed
to allow more complex structure to emerge which should
show how these communities are connected producing a
more complex picture of student thinking about conceptual
physics.
The current study is part of a long history of quantitative

studies of now venerable conceptual physics instruments.
This work has accelerated in recent years with many new
quantitative methods applied. It seems likely that this burst
of quantitative research effort is nearing the limit of new
findings which can be teased from these instruments. This
research has an important secondary effect which may
ultimately be more important than the findings of the
studies themselves. These research efforts have lead to the
identification of structural issues within the instruments
including a lack of factor structure [15], items which would
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be in the range of problematic item functioning in classical
test theory (CTT) [75], and the effects of the practice of
blocking or chaining items [19]. Beyond these, substantial
issues of item fairness for some demographic groups have
been identified in some of the instruments [75]. The
growing list of concerns makes it imperative that a new
generation of conceptual instruments be constructed and
validated in the near future to allow our understanding of
physics instruction to continue to improve and to provide
insights that help all students. The quantitative methods
used in recent studies establish a set of expectations that
these new instruments will be expected to meet before
broad deployment should considered. The new instruments
should have a reproducible factor structure, have items that
are well functioning in CTT, not use item chaining or
blocking, and have items that pass a quantitative fairness
test for groups of students underrepresented in physics
classes. Module analysis adds to these criteria by implying
any new instruments should have community structures
which are theoretically supportable and should be con-
structed to allow the calculation of misconception scores
for the misconceptions most commonly applied in the topic
covered.

VII. CONCLUSION

The FCI was constructed under the misconception
framework with the goal of measuring students’ conceptual
understanding of Newtonian mechanics. This study com-
pared the structure of consistently applied student mis-
conceptions to responses to the FCI across five institutions
with student populations with differing levels of high

school preparation using MMA-P. The networks identified
had substantial similarity for four largest samples in both
communities formed of correct responses and of commun-
ities associated with misconceptions. The study concluded
that the smallest sample had insufficient statistical power to
fully resolve the network structure. The cross-institutional
similarities found in this work could motivate the applica-
tion of module analysis to other multi-institutional datasets
to investigate the similarity of the community structure of
other conceptual instruments.
The largest force determines motion, Newton’s third law,

and motion implies active forces misconceptions consis-
tently had the highest misconception scores across all five
institutions. On average, students select a response apply-
ing each of these misconceptions each time they complete
the FCI showing they are a substantial part of student
reasoning about mechanics at institutions with very differ-
ent student populations and FCI outcomes. The large
number of students still applying misconceptions post-
instruction supports a continued need to transition to
research-based instructional methods and to continuously
improve those methods.
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