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We designed a rubric to assess free-response exam problems in order to compare thinking skills
evidenced in exams in classes taught by different pedagogies. The rubric was designed based on Bloom’s
taxonomy and then used to code exam problems. We have analyzed historical and recent exam problems in
both algebra-based and calculus-based exams. In particular, we have examined cases where the same
problem was administered on exams taught by different pedagogies. In some cases, we were able to
compare different sections of the algebra-based physics course taught by the same instructor, sometimes
during the same semester, one with inquiry-based instruction and the other in a more traditional lecture
environment. We discuss the development of the instrument and present results. The inquiry-based students
consistently demonstrated use of the thinking skills coded at least as often as the traditional students, and
usually more often.
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I. INTRODUCTION

In recent years there has been a move toward recognition
of the need to assess not just conceptual understanding, but
also students’ thinking skills. There has been significant
work done by a number of groups both in the development
of assessment instruments and on promoting thinking skills
in the classroom [1–8]. Most of these authors define and
discuss “critical thinking skills” in a particular context. We
are interested in assessing the thinking skills employed by
students in introductory physics courses as evidenced in
free-response (FR) exam questions. In particular, we
are interested in researching the responses of students
taught by different pedagogies. We have previously ana-
lyzed the conceptual understanding of students taught by
different pedagogies [9], and view this as a next step in
studying the benefits and drawbacks of different instruc-
tional methods.
We define thinking skills broadly as the cognitive

processes employed in answering a question, solving a
problem, making a decision, analyzing facts, or creating
new ideas. There already exists a widely used taxonomy of
cognitive processes, Bloom’s taxonomy [10–11], used as a
framework by many for instruction and assessment. We
decided to use this as the basis for a rubric designed to
assess the cognitive skills employed by students in answer-
ing FR exam problems. Operationally, then, in our context,

thinking skills are defined by the “action descriptors” at
each level of Bloom’s taxonomy (revised version) [10].
We have historically administered locally written (both

research-inspired and more traditional) free-response (FR)
problems systematically across our introductory physics
courses. The FR problems are used to assess mathematical,
laboratory, and thinking skills used by students and to have
a deeper understanding of the cognitive resources applied
in problem solving. They were used as a complementary
assessment to conceptual inventories. We observed
differences in the FR assessment results across pedagogies
[12] and decided that a more rigorous study of students’
thinking skills is needed. This paper discusses that study.
We have studied both calculus-based and algebra-based

classes. In this paper we focus on algebra-based classes.
Some of the algebra-based course sections are taught in a
laboratory-based, studio-style setting without a lecture and
without a required text. Students work in groups on the
evidence-based, laboratory-based materials [designed 15–
20 years ago with National Science Foundation (NSF)
funding [13–14] ], with the instructors (faculty, graduate,
and undergraduate teaching assistants) circulating about the
room to guide the students’ understanding through Socratic
questioning. The materials are published and available to
others [15]. As the learning is in an inquiry-based format,
we will refer to the course as INQ. Originally, the INQ
course was taught to class sizes of 24 students. Over the
past three years, we have expanded the course to classes of
60 students, adding undergraduate learning assistants
(LAs) with the expansion.
The comparison of the INQ course with the traditional

sections, particularly as related to thinking skills, is of
continued interest to us. While conceptual inventory scores
in traditional sections are much lower than in the INQ
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course, lecture sections taught with interactive engagement
have similar conceptual inventory scores to the INQ course
[9]. However, the responses to FR problems have led us to
believe that the thinking skills applied to problem solving
are different in the two populations.
As a first iteration, we designed a rubric based on

Bloom’s taxonomy (revised version) [10] for each problem
analyzed. While we found more frequent use of all of the
thinking skills observed in the students in the INQ class-
room, we wanted to create a general rubric that we could
use for all problems and could validate and test for
reliability for use by others. Our goal was to design a
simple, coarse rubric that would give a general idea of the
level of thinking skills applied in exam problem solving.
Once developed, we would use the rubric to answer the
research question: How do the thinking skills of INQ
and traditionally taught students compare as evidenced in
the context of FR exam problems? This paper discusses the
development of the rubric and presents the results of the
rubric applied to sample FR questions on exams in INQ and
more traditionally taught classes at our institution.

II. STUDENT POPULATIONS

A. Algebra-based course

The algebra-based introductory physics sequence con-
sists of two semesters, the first covers mostly mechanics
and the second mostly electricity and magnetism (E&M).
The student population is predominantly health science
majors, including premedical, predental, pre-physical
therapy, etc. The number of students registered for the
first semester is usually about 350 and around 150–200
students register for the second semester. Each semester,
there are two INQ sections of 60 students each. The rest of
the students are in lecture-based sections of 60–200
students depending on instructor schedules and classroom
availability.

1. Lecture-based sections

The instruction in the lecture-based sections is primarily
traditional lecture, although some instructors use interac-
tive-engagement techniques. The traditional sections also
have a one-hour recitation and a 2-h evidence-based lab
each week. The labs and recitations are taught by graduate
students and are common among the lecture instructors.
Students from each of the lecture instructors are mixed in
the labs and recitations.

2. INQ section

The INQ section was developed with National Science
Foundation (NSF) funding 15–20 years ago and has been
taught as one or more section(s) of the algebra-based course
every semester since then. It was developed explicitly for
health science majors, taking their needs, learning styles,
backgrounds and motivations into account. It is taught

without a required textbook in a studio-style environment
with Socratic questioning pedagogy. Students work
through the units in groups, learning to develop both
quantitative and qualitative models based on their obser-
vations and inferences and then using the models to make
predictions and solve problems. The goal is to start in the
laboratory like scientists and learn the content through
(guided) experimentation. The materials consist of the
laboratory units, pretests, readings, and exercises. There
are also homework sets, exams, and quizzes. The course
covers approximately the same content as is covered in the
other sections of the class, but with more of a focus on
developing models based on experimentation and on
developing observational, analytic, and thinking skills.
Students can choose to be in either the INQ or traditional
section, but most often it is determined by what fits their
schedules and when they need to take the course, as far as
graduation. We do not see (and have not seen historically)
any difference in conceptual inventory pretests between the
traditional and INQ sections. [For example, students
usually score around 20% correct on the Brief
Electricity and Magnetism Assessment [16] as a pretest.
In 2019, the pretest data were 19.1� 0.9 (INQ), 20.1� 0.9
(traditional). Historical data can be found in Ref. [9].]

III. METHODS

A. Identification of common exam problems

We have a pool of exam problems that have been
administered across multiple courses, multiple sections
of courses, and across multiple years. We identified
problems that were common across different sections of
the algebra-based course. We also identified sections of the
course taught by the same instructor using different
pedagogies. (Some of the INQ instructors also teach lecture
sections, using either traditional or interactive-engagement
strategies.) We identified seven problems that had been
administered across the algebra-based sections that include
at least one INQ section and at least one traditional or
interactive-engagement lecture section. From this pool, we
chose two on the same topic, one research inspired, one
more traditional (not interactive engagement), to establish
interrater reliability.

B. The rubric and analysis

1. The rubric

As stated above, we first designed a rubric for each
individual problem, as our first attempts at a general rubric
were not successful. We did learn from that experience,
though. In particular, we found that we needed to add a
zeroth level to Bloom’s taxonomy that included answers
that were blank, totally incorrect, just statements or
partially remembered facts or concepts. We also observed
that we had evidence mostly of the three lowest levels of
Bloom’s taxonomy and not often the three higher-level
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thinking skills. As these were existing exam problems, this
was actually not too surprising. Most of the problems were
not written to explicitly elicit higher-level thinking skills.
In the development of the general rubric, we started with

a rubric with seven levels (Bloom’s six levels plus a zeroth
level) but soon moved to a five-level rubric (zeroth level
plus four levels). We did not observe the level create and
had trouble distinguishing the levels apply and analyze in
our context. So, our rubric has five levels (zeroth, remem-
ber, understand, apply and analyze, evaluate) as shown in
Fig. 1. The rubric was designed so that each student’s
answer would be coded as to whether or not the written
answer supplied evidence of the thinking skill described at
a particular level of the rubric. The student’s answer was
coded with a 1 or a 0 for each level on each part of the
problem (for multipart problems).
A sample problem is shown in Fig. 2. In Fig. 3, we give

examples of how each level is coded with explanations of
why it was coded that way.

2. The analysis

For the development of the general rubric, we first chose
two problems shown in Figs. 4 and 5, one a traditional
exam problem (Fig. 4) [17] and the other a research-
inspired problem (Fig. 5) [18–19]. We worked first with a
subset of the 160 student answers. We chose 10 INQ and 10
traditional student answers and each rater coded each
problem. The student answers were chosen randomly.
While we know that the student population in the alge-
bra-based course is approximately 50% female and 50%
male and approximately 30% Hispanic each semester, we
do not have other demographic information and we were
not studying demographic results. The raters did not know
if the answers were from traditional or INQ students. We
met to compare our coding and discuss our agreements,
disagreements and any adjustments that needed to be made
to the rubric. We then coded another subset of the two
problems and compared our answers. After achieving 90%
agreement on these two problems, we began the analysis of
the other problems.FIG. 1. The rubric.

FIG. 2. A problem administered to two algebra-based physics
sections, one INQ, one traditional, both taught by the same
instructor, the same semester, different pedagogies.

FIG. 3. Examples of students answers for part (a) of the sample
problem.
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We also interviewed 13 students in Spring 2019 on one
problem to establish construct validity.
We looked for agreement between the students’ written

and verbal answers. Disagreement (things added or left out
of the video compared to the written) was extremely rare in
the verbal versions of the students’ responses. In the
interviews, we did push students on their understanding
of some concepts beyond the written questions, but where
they discussed their written answers, what they had written
and why, the written and verbal answers were in agreement.
The verbal discussion may have included more words, or in
some cases rethinking, but the verbal answers were con-
sistent with the students’ written answers.
We report the results of two sample problems. The first,

shown in Fig. 2, was administered in two sections the same
semester (Spring 2017) taught by the same instructor with
two different pedagogies. One section was taught in the
INQ format. The other was a traditional (noninteractive-
engagement) lecture-based section. The class sizes were
approximately the same, with the INQ section having 53
students and the traditional section 57 students. The second
example problem shown in Fig. 6, was administered to four
different populations all taught by the same instructor: (i) a
small INQ class in 2010 (24 students), (ii) a larger
interactive-engagement class (80 students) the same
2010 semester, (iii) a larger INQ class in 2017 (60
students), (iv) a larger INQ class in 2019 (60 students).
We report Cohen’s kappa for the two raters for interrater
reliability and the results of Fisher’s exact test to determine

if there is a significant difference between the courses based
on our results in Sec. IV.

IV. RESULTS

A. Interrater reliability

After establishing interrater reliability, all of the prob-
lems were coded by the same two raters. We also
introduced the rubric to two additional local raters and
had them code some of the problems. The weighted
Cohen’s kappa was greater than 0.80 when any two of
the raters were compared.
We did not, on any of the problems, assume the rubric

levels were hierarchical (if a level is coded with a 1, all of
the levels below it are also coded 1), but we observed it for
all of the problems analyzed so far. For this reason, the
weighted Cohen’s kappa is the more relevant statistic.
However, we report both the weighted and unweighted
results for each problem.
For the problem in Fig. 2, the unweighted Cohen’s kappa

results were 0.70 and 0.94 and the weighted Cohen’s kappa
results were 0.86 and 0.97 on the (a) and (b) parts of the
problem for the traditional class. For the INQ class, the
unweighted Cohen’s kappa results were 0.68 and 0.71 and
the weighted Cohen’s kappa results were 0.82 and 0.85 on
parts (a) and (b), respectively.
For the problem in Fig. 6, the unweighted Cohen’s kappa

results were all around 0.70 or higher and the weighted
Cohen’s kappa results were 0.80 or higher on the (a) and
(b) parts of the problem for each of the sections analyzed.

B. Comparison results

In Figs. 7 and 8, we show the results of the comparison of
students taught by two different pedagogies, same semes-
ter, same instructor. The traditional class was taught very
traditionally, not using interactive engagement. This is
compared to the INQ class. Figure 7 shows the results
of part (a) and Fig. 8 the results of part (b) of the problem
shown in Fig. 2. A much higher percentage of the INQ
students demonstrated each of the thinking skills assessed
by our rubric. This is consistent with our previous data

FIG. 4. Traditional problem used in adjusting rubric.

FIG. 5. Research-inspired problem used in adjusting rubric.

FIG. 6. A problem administered to four algebra-based physics
sections, one small (24 students) INQ in 2010, one traditional
interactive engagement (80 students) in 2010, two larger (60
students) INQ sections in 2017 and 2019. All classes had the
same instructor.
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using a problem specific rubric. It is also an example of the
difference in thinking skills demonstrated on an exam
problem by INQ and traditional students. We have evidence
of much more frequent use of all of the thinking skills by
the INQ students.
The results of Fisher’s exact test were p ¼ 0.0014 and

p ¼ 0.00001 for part (a) and (b), respectively, indicating
that the results from the two classes were significantly
different.

In Figs. 9 and 10, we show the results of the problem
shown in Fig. 6 for the same professor teaching both INQ
and traditional with interactive engagement in 2010 and the
same professor, same problem, with larger INQ sections in
2017 and 2019.

FIG. 7. The results of the general rubric applied to two algebra-
based physics sections, one INQ, one traditional, part (a). Same
instructor, different pedagogies.

FIG. 8. The results of the general rubric applied to two algebra-
based physics sections, one INQ, one more traditional, part (b).
Same instructor, different pedagogies.

FIG. 9. The results of the general rubric applied to four algebra-
based physics sections, one small (24 students) INQ, one tradi-
tional interactive engagement (80 students) in 2010, two larger
INQ (60 students) in 2017 and 2019, part (a). Same instructor for
all sections.

FIG. 10. The results of the general rubric applied to four
algebra-based physics sections, one small (24 students) INQ, one
traditional interactive engagement (80 students) in 2010, two
larger INQ (60 students) in 2017 and 2019, part (b). Same
instructor for all sections.
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We compared the results using Fisher’s exact test. The
2010 and 2017 INQ classes were significantly different
from the 2010 traditional class. Comparing the 2010 INQ
and traditional classes in part(a), we found p ¼ 0.0003 and
in part (b),p ¼ 0.0062.
Comparing the 2017 INQ and the traditional class, in

part (a), p ¼ 0.0007, and in part (b), p ¼ 0.020. The 2019
INQ class was not significantly different from the tradi-
tional class. The only other significant difference was in
part (a) of the comparison of the 2019 and 2010 INQ
classes, p ¼ 0.0211.

V. DISCUSSION AND CONCLUSIONS

We have presented a description of the development
process and two examples of the application of a general
rubric for assessing thinking skills based on Bloom’s
taxonomy. In the first example, we compared two sections
taught by the same instructor the same semester. One
section was inquiry based, the other traditional. The INQ
section demonstrated more frequent use of all of the
thinking skills analyzed. Also, some of the INQ students
were coded with “evaluate,” even though that was not
explicitly asked for in the problem. This did not happen in
the traditional section. While this is only one example, we
observed the INQ students demonstrating the thinking
skills coded more often than traditionally taught students
in almost all of the problems analyzed.
In the second problem, we have presented data from the

same instructor teaching a smaller (24 students) INQ
section and an interactive-engagement traditional section
(80 students) in 2010. In the same graph we presented the
same instructor in two larger INQ sections in 2017 and
2019. This again shows an INQ and traditional comparison,
with the INQ students demonstrating the thinking skills
coded at least as often and usually more often than the
traditional students. It also shows (a) some decrease in the

application of thinking skills with the expansion of the INQ
sections and (b) that the thinking skills of the expanded
INQ sections can vary significantly semester by semester.
Still the INQ sections demonstrated at least the same level
of use of thinking skills coded, and usually higher than the
traditional section.
In conclusion, we have developed and demonstrated the

use of a general rubric for analyzing thinking skills at our
institution. We have used the instrument to compare the
thinking skills of students taught by different pedagogies in
the context of FR exam problems and to analyze changes in
thinking skills applied by students in the INQ class with
expansion of INQ class size.
We plan to continue this research at our own institution

to study the thinking skills employed by students taught
with different pedagogies in the context of FR exam
problems. We will also expand our project locally to
(i) the analysis of FR homework problems, (ii) the develop-
ment of homework and exam problems designed to
explicitly elicit higher order (as defined by our rubric)
thinking skills, and (iii) comparison to existing, valid and
reliable noncontent specific thinking skills assessment
instruments, such as the Critical Thinking Assessment
Test (CAT) or California Critical Thinking Skills Test
(CCTST) [20–21]. We also plan to expand the study to
other universities, making the instrument available to
researchers and instructors at other institutions to further
validate and establish reliability and to introduce them to a
relatively easy to use instrument for research and assess-
ment of thinking skills.
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