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Proper understanding of and learning from physics phenomena and experiments requires—among other
competencies—flexible and coherent use of multiple representations (MRs). These can include everything
from the “enactive” or “operational” manipulation of the experimental devices and materials to the most
abstract level of a mathematical formulation of the phenomenon investigated in a given experiment. An
essential prerequisite for effective work with MRs is the ability to achieve coherence between different
representations. However, research indicates that the level of representational coherence ability of learners
across various age groups is low. In order to improve this state of affairs, an intervention study about the use of
MRs related to physics experiments was carried out (content area geometrical optics). Specific learning tasks
(representational activity tasks, RATs) were designed which explicitly require various types of coherent
connections, such as comparing, completing, and correcting representations. In a quasiexperimental repeated
measurement study (N ¼ 302) using amultilevel analysis formeasuring changes, a comparison of a treatment
group learning with RATs vs a control group learning with conventional tasks was carried out (with identical
content, lesson plans, and duration of the intervention in both groups; moreover, each of the four schools had
corresponding classes of both groups. They were taught by the same teacher). Results showed a highly
significant and practically relevant effect on students’ representational coherence ability (p < 0.001;
d ¼ 0.69). The positive effect of RATs could still be found six weeks after the end of the intervention
(p < 0.001; d ¼ 0.43). Several covariates (gender, pre-instructional knowledge in physics, mathematics,
three facets of intelligence) were analyzed, with no or small influence on these effects. Finally, some
limitations and implications of the study for classroom practice and further research are discussed.
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I. INTRODUCTION

Representations are entities or objects that stand for
something else [1]. The object being represented and the
representation of it have to be connected in a meaningful
way (“representational connection” [2,3]). In science and
science education, the use of different representational
formats, often in multiple, interconnected forms (multiple
representations, MRs), is well known as an essential means
of domain-specific reasoning. An example in physics is the
verbal description of a geometrical optics experiment, a

photograph of it, a schematic description through ray
diagrams, and a formal description by the magnification
equation. All these representations are necessary to achieve
a proper understanding of an image formation process.
There is ample evidence supporting this important role of
MRs across all branches of science education, in general
(e.g., Ref. [4]), in biology, chemistry, physics (e.g.,
Refs. [5–7]), earth sciences [8], and also mathematics
(e.g., Ref. [9]). This central role is also emphasized by
an extended strand of research from the cognitive sciences
(e.g., Refs. [10,11]).
In particular, MRs are a salient feature of scientific

reasoning (and understanding) that imply the ability to
build meaningful connections between different represen-
tations; they are called “referential connections” (see e.g.,
Ref. [3]), or to establish “representational coherence” [12].
As a result, it is not sufficient that learners are able to
handle only one type of representation at a time [13,14].
Many studies in science and mathematics education have
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emphasized the essential importance of representational
coherence both across scientific fields as example physics
(e.g., Refs. [15–19]), other sciences (e.g., Refs. [20–22],
mathematics [23], various aspects of scientific learning and
cognitive processes, such as reasoning (e.g., Refs. [11,16],
conceptual understanding (e.g., Refs. [24–26]), problem
solving (e.g., Refs. [11,18,27–30], and creativity [31]).
Moreover, the ability of making coherent connections

within a representational format is also of importance; they
are called “intrarepresentational connections” [12,32,33].
Mayer [33,34] points out that these connections and their
coherence are prerequisites for meaningful learning.
Examples of intrarepresentational connections in geomet-
rical optics are connections between different parts or
different versions of a ray diagram.
On the one hand, one can thus certainly state an essential

role of multiple representations and their various connec-
tions for physics or science learning, or as Kohl et al. [35]
put it, “good use of multiple representations is considered
key to learning physics.” On the other hand, there is
considerable evidence that learners have marked difficulties
in using and linking several representational formats
simultaneously. Thus, the ability of establishing coherence
between multiple representations (students’ representa-
tional coherence ability) is something to be explicitly
taught and learned, beyond a given disciplinary content
(or rather as a part of it). It is also important to note that this
finding holds not just for school-aged learners (see e.g.,
Refs. [36,37]), but also for advanced university students up
to their 5th and 7th semester [38].
The present contribution is specifically about the role of

multiple representations as related to understanding of and
learning from experiments. This is relevant both for recent
research in physics and for learning physics in school. For
example, a physics group at CERN [39] writes about the
observation of the Higgs boson and uses verbal descrip-
tions of the experiment, a schematic notation for reaction
channels, several tables (apparatus and observation data),
and diagrams (events vs energy), in particular showing the
maximum at the Higgs mass, and various equations of
experimental or theoretical significance. Thus, the student
trying to understand (or carry out herself) an experiment in
school and the reader of the article about a cutting edge
experiment in physics have something in common—the
necessity to use and connect a variety of various repre-
sentations, with complementary content ranging from
information about essential experimental features to for-
mulation and interpretation of the findings in the theoretical
framework underlying the experiment.
Can we expect from learners a coherent understanding

of an experiment linked to a number of representations
(text, graphs, equations, etc.), if we know that they have
considerable difficulties to establish coherence of MRs in
general (from school to university)? Or should we rather
suppose that coherent understanding of MRs is one of the

obstacles which leads to the often unsatisfactory learning
effects of experiments [40–42]?
The purpose of the present article is to contribute to and

answer these questions. More specifically, we present an
empirical intervention study exploring the effect of theory-
based tasks with a representational focus related to science
experiments on students’ competence of using multiple
representations in the area of geometrical optics.

II. EMPIRICAL AND THEORETICAL
RESEARCH BACKGROUND

A. Multiple representations and representational
competence in science and science education

The ability to generate and use various specific multiple
representations of a subject or problem as a problem-
solving tool in a conscious, skilled, and interconnected
way is called representational competence [36,43–45]. It
includes the ability to “translate” between different forms
of representations [46] and to communicate underlying, not
obviously perceived, physics-related entities and processes
[20,44,47]. In the following, we present the research
background and theoretical basis of our study, as well as
defining a number of terms that are not entirely consistent
in the literature.
We follow a theoretical framework commonly used in

cognitive psychology [14,48,49] and science education
[50,51] which combines a referent or object, its represen-
tation, the interpretation of the latter, as well as the
interactions between each of these. This tripartite relation
stems from a long tradition of thought from Greek
philosophy (see Ref. [52] for an overview) through to
20th century semiotics [53,54]. It bears several other
names, including “triangle of reference” [54], “semiotic
triangle” [50], “Peircean triangle” [51], “Ogden/Richards
triangle” [48], etc. While this idea is an important back-
ground concept, it would be beyond the scope of this article
to discuss it and its many applications and ramifications
in various disciplines (see references mentioned above
and, e.g., Ref. [55]). Here, the focus is on its profound
significance for (multiple) representations in science edu-
cation, and we refer to it as “triangle of meaning” [4,51,56].
We agree very much with these authors regarding their
choice of “meaning” as a key term in an educational
context. Not only does it encompass both cognitive and
value aspects of learning, but it also links the topic to
“meaningful learning,” another influential line of thought
in educational science [57–59] and science education
[60–62].
Within this general framework, there are several con-

ceptual and typological distinctions of (multiple) represen-
tations. First, representations can be either external to the
mind (material object, such as a text) or internal (mental
state; i.e., the same text as retained in working or long-term
memory) [14]. Cognitive processes, such as understanding
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or learning, often imply an interaction of the former with
the latter. However, they can also be based on internal
(mental) representations only, without an external one
being present (the reverse is of course impossible by
definition). The intervention under investigation in the
present article consists of a specific form of learning task
on a given set of external representations, designed to
improve the adequacy of learners’ internal mental repre-
sentations, and thus also their understanding.
A second important distinction is between two basic

forms of representations: descriptive (language based or
symbol based) and depictive (picture based). Depictive and
descriptive representations are differentiated by the kind of
signs they use to represent some feature of an object, which
are of iconic and symbolic nature, respectively. Iconic signs
“are associated with their referent by similarity or by
another structural commonality,” whereas symbolic signs
“have no similarity [or structural commonality] with their
referent” [14].
The most familiar forms of descriptive representations

are verbal ones, whether written or oral. One example is a
description of a scientific observation or experiment,
whereas a photograph (or schematic drawing) of it is a
familiar example of a depictive representation. However,
there are other important forms of representations in the
context of science: descriptive ones such as numbers
(measured or calculated values of physical quantities)
and formulas (relating these quantities on the basis of
some theory), and depictive ones such as graphs (also
relating quantities) or diagrams (such as electrical circuit
diagrams or ray diagrams). Depictive representations can
include any of the following [62]: (a) realistic pictures
visually similar to what they represent (photographs,
naturalistic, or realistic drawings), (b) schematic pictures
bearing a visual resemblance to some aspects of interest of
the object, while abstracting from all others, (c) conven-
tional code systems (e.g., maps, engineering drawings, or
blueprints), (d) logical pictures serving the visualization of
some abstract structural properties (e.g., vector diagrams,
function and bar graphs, tree and network graphs; see also
Ref. [48]). It is worth noting that these are prototypical
forms of depictive representations, which are located on a
continuum of abstractness. Other examples exist of inter-
mediate forms of these prototypes (e.g., cartoons and
sketches, which are intermediate to realistic and schematic
pictures). Moreover, mixtures of these prototypes can be
found in certain representations. For instance, ray diagrams
contain elements of schematic pictures (lenses), and logical
pictures (rays, which are abstract and idealized representa-
tions of light bundles and their direction of propagation).
It is useful to distinguish these representational formats, as
they lead to different kinds and levels of comprehension
(among others, in physics education) and associated diffi-
culties. This has been emphasized by Leisen [63] from the
practitioner’s point of view, and in a theoretical account by

Vosniadou [64]. The latter shows how (a) “specific
scientific and mathematical domain knowledge” and
(b) “substantial epistemological sophistication” lead to
schematic or logical pictures being understood differently
and with greater difficulty than realistic ones.
Each representational format requires a specific way of

thinking and leads to a specific form of comprehension of
the subject in question. When coherently combined, this
multiplicity of formats leads to improved understanding
[63,65]. This is also formulated more generally in the
“multimedia principle” of Mayer [13]: “people learn more
deeply from words and pictures than from words alone.”.
Mayer’s research belongs to the group of dual coding
approaches, together with the models of Paivio [2,14].
Within these approaches, we use the integrated model of
text and picture comprehension [14,66], which allows for
a concise description of the role of MRs particularly in
science learning, including the approach studied in here.
Using the terminology introduced above, it posits that the
cognitive system contains a depictive (pictorial) and a
descriptive (verbal) system with different memories, lim-
ited storage, and processing abilities [14,66]. Two separate
sensory registers provide the input system for auditory and
visual information, respectively. On this perceptual level,
the information is stored in auditory and visual working
memory. On the cognitive level, a verbal channel processes
information from texts and a pictorial channel processes
information from pictures. Beyond the examples for
depictions given above, another concept which is critical
to MRs as a reasoning tool is that of mental (or internal)
models, in the sense “that the mind constructs models of the
world that it uses to reason” [67]. The elements of mental
models may come from multiple sources, viz. perception,
comprehension of discourse knowledge, and imagination
[67]; in particular, mental models are not sense specific and
in most cases integrate information from multiple repre-
sentational formats [14]. Just as with integrated formats,
mental models also serve multiple purposes. These include
the representation and processing of spatiotemporal, causal,
structural, and other types of informational elements and
the relationships between them. A crucial feature of mental
models is that there is a correspondence between their
structure and the structure of what they represent. As
Johnson-Laird [67,68] puts it, “individuals are represented
by individual tokens, properties by properties of these
tokens, and relations by relations among these tokens.”
In other words, the construction and use of mental models
are based on a kind of “structure mapping” (in other words,
analogous relations) between representations and their
referent [12,49,69]. There is some controversy as to
whether mental models are necessarily depictive, or
whether they can be of a more general nature. On the
one hand, as they are “associated with their referent by
similarity or by another structural commonality,” they use
iconic signs and are depictions by definition [14,66].
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However, other authors [13] allow for internal models of a
descriptive nature (“verbal models,” in their terminology).
Indeed, in physics, for example, a differential equation of
some dynamic process (such as of a harmonic oscillator) is
called a model (a very powerful one), despite its being a
representation using purely symbolic signs and thus
descriptive in nature. In any case, the mental models used
in the present research (ray diagrams of geometric optics)
are obviously depictions, and we will not attempt to resolve
the general controversy here.
The representations in the descriptive (verbal) channel

are called “propositional representations” in the framework
of Schnotz [14,66]; by definition, they use symbols to
describe their referenced object. Information from mental
models can be read off, translated, and connected to
propositional representations and vice versa, i.e., referential
connections can be established (as opposed to intrarepre-
sentational connections, see above). In this way, a process
of coherence formation can take place and lead to a more-
or-less coherent set of these mental representations; it is the
purpose of this contribution to study a way to support this
coherence formation.
Tasks with multiple representations may lead to cogni-

tive overload, in particular in cases of high-element
interactivity of information [70–72]. A student’s intelli-
gence and expertise influence her level of cognitive load.
This means these parameters may influence whether the
cognitive load for a student is appropriate, too high, or too
low (see “aptitude treatment interaction” [73]; “expertise
reversal effect” [74]; for an explanation of these effects,
see also Ref. [14]). Consequently, learning tasks for the
development of representational competence should be
relatively easy, especially in an early stage of learning.
With growing practice, learners acquire more routine in
working with MRs, which reduces the cognitive load.
Complementary to this background in cognitive psychol-

ogy, Ainsworth [46] proposed a taxonomy for the educa-
tional functions of MRs, and later a still more encompassing
theoretical framework concerning educational design, func-
tions, and tasks of MRs [design, functions, tasks (DeFT)
[75,76]]. For the study presented here, the following aspects
from this theory are of central importance. Regarding
functions of MRs, Ainsworth [46] and subsequent work
inspired by her approach (e.g., Refs. [12,77,78]) emphasizes

the essential role of integrating information from MRs to
construct understanding of a domain’s key concepts and
the relationships between them (the constructing function).
This, of course, is completely in line with previous research
about referential connections [3], information “integration”
[79,80], “structure mapping” [81], the integrated model of
text and picture comprehension [14,66], and especially the
large body of literature regarding their significance for
science education already cited above. The function “con-
struct deeper understanding” of the DeFT model is specifi-
cally relevant in the present context. It deals with integration
of information from MRs “to achieve insight that would
be difficult to achieve with only a single representation” [75].
It is one purpose of this study to support this function by a
specific type of “representational activity tasks (RATs)”, the
details of which will be presented in Sec. III C.
As for the task dimension in the DeFT model, the

following are central for the present context [75,76].
First, the tasks to “understand the form of representations”
and “how to construct an appropriate representation,” used
here as the understanding and appropriate use of ray
diagrams, with their specific learning difficulties [82].
Second, the task of “understanding how to relate repre-
sentations,” which is a core element of the instructional
approach of RATs presented here. Third, that “learners
should understand the relation between the representation
and the domain” [75,76]; this is the representation-referent
connection shown in Fig. 1. The latter represents an
essential and difficult step [6,41,83] when dealing with
abstract scientific concepts and (multiple) representations
of them that are related to experiments and observations.
Finally, the design features in service of these functions and
tasks (the last dimension of the DeFT framework) will be
discussed in detail below (Sec. III C).
Is representational competence, in terms of cognitive

psychology, part of the “procedural knowledge” of a
domain, of the “knowing how” in the form of domain-
specific abilities, techniques, and methods including their
rules of application [84,85]? Only very few contributions
explicitly treat the link of representational competence and
procedural knowledge (in fact, we are only aware of work
in mathematics education, e.g., Ref. [86]). However, the
idea of multiple representations as powerful cognitive
tools is common in the literature on MR [7,76]). The link

Referent (object,  
process, experience) 

Meaning (sense made  
of sign, concept, idea, 
explanation…) 

Representation 
(verbal, visual, mathematical,
embodied, multi-modal...) 

FIG. 1. Tripartite relation of referent (object), representation, and meaning (interpretation), or “triangle of meaning”; see text
(according to Refs. [4,56]).
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to procedural knowledge is thus almost self-evident: using
tools implies “knowing how” to use them, and knowing
how to use multiple representations is nothing but repre-
sentational competence. In this sense, representational
competence is indeed part of procedural knowledge of a
given domain, for example, how to read a given form of
diagram [87].

B. Representational coherence ability
and science learning

An appropriate level of understanding of phenomena,
experiments, and other learning content generally requires
a certain level of representational competence. The ability
to connect and translate between content of different repre-
sentation types is also particularly important. Translating
information between several representation types is inher-
ently susceptible to misinterpretation or failure, which can
lead to unnecessary contradictions and inconsistencies.
Therefore, an important part of representational competence
depends on a students’ ability to achieve consistency across
the overlapping information of a set of representations. This
part is called a learner’s “representational coherence ability”
(RCA) (see Ref. [88]). In this contribution, we focus onRCA
because it is essential for the use of multiple representations,
has a fundamental connection to achievement in a given
subject matter, and there is little research about how to
improve it so far.
Learners show RCA to varying degrees. Experts perform

significantly better than novices when translating the
content of a graph, a video, or an animation about
molecules into any other type of representation [20].
Learners with low representational abilities often work
on the surface level of a representation [20,89,90], whereas
those with high representational abilities show features of
deep-level processing, such as using a higher number of
formal and informal representations for problem solving,
or producing more predictions and explanations about the
phenomenon in question [20,91–94].
Several studies have shown that RCA of students usually

is low, even for older age groups. This has been identified,
for example, in chemistry [95]. Secondary school students
(average age: 18 years) had to solve several tasks in their
high school examination. To do this, they had to be able to
connect macroscopic, submicroscopic, and symbolic levels
of chemical concepts [95,96]. Students were not able to
make sufficient connections. As a result, their knowledge
is fragmented and often only remembered temporarily.
A possible reason for this can be seen in a lack of lessons
that teach students how to establish such connections.
Furthermore, students not only lack the ability to inter-
connect different representation levels, they also have
problems within the same representation level and do
not clearly see the connections between the submicroscopic
level and its diagrams [97]. In a study on representational
coherence in mechanics (N ¼ 168, 16-year-old students;

[37]), it was found that only 11% of the learners produced
coherent and scientifically correct representations after a
teaching sequence. Even at the university level, students
have been found failing to connect the meanings of
formulas to phenomena and experiments (with no notice-
able difference between 7th and 5th semester students
[38]). First, problems occurred when students tried to
explain an experiment using only one type of representation
(e.g., with the symmetric form of the Coulomb law for
electric point charges). Second, students were only able to
give the right order of magnitude for the measurement
value if they made a connection with the phenomenological
level (e.g., for the case of a charge distribution, where
Coulomb’s law is not applicable). Third, when students
were not very familiar with the topic of a representation
they could not use it to solve the task, even if they had
already worked on the content in the task directly before
[38]. This is a typical transfer problem. One potential
explanation is that students operate only on the surface-
level features of representations, and fail to grasp the
common underlying structure [20,89,90].
In spite of these well-documented problems, teachers do

not usually focus on teaching students how to connect
several representations [95,96]. Thus, the way in which
teachers deal with representations in classes may be an
explaining for the low level of students’ RCA. A study
looking at understanding of experiments (Ref. [98]
N ¼ 344, seventh to ninth grade, topic: mechanics and
electricity) revealed that students had few opportunities to
connect different types of problem-relevant representations
in greater depth. Lee [99] analyzed 47 lessons in three
eighth-grade classes on ray optics (age 14, secondary level
I). The findings were, on the one hand, that the represen-
tations used in the classroom were in part inaccurate. On
the other hand, the sources of the representations were most
frequently the teachers themselves (51%), followed by the
textbook (26%). Students’ self-generated representations
were rather rare (<10%). Moreover, the time spent on a
representation was less than 3 min on average. This means
that an implicit, short, and receptive way of using repre-
sentations prevails in the classroom. Accordingly, the
students are not taught explicitly how to coherently process
representations. A similar picture emerged from an analysis
of more than 800 tasks in secondary-level physics text-
books [100]: in the vast majority of cases, the number of
representational formats (NRF) that is needed to solve a task
is low [N̄RF ¼ 1.65 (0.53) for the mean and standard
deviation, respectively]. Consequently, that for the number
of connections between representational formats (NRFC) is
low, too [N̄RFC ¼ 0.66 (0.54)]. Based on a considerable
body of evidence (e.g., Refs. [91,93,94]), Kozma [47]
concluded that explicit teaching of representations—in
particular in the sense of fostering RCA—should be
included in the (chemistry) school curriculum (as is the
case in Denmark [44]).
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Consistent with these findings in science education,
instructional and educational psychology has also identi-
fied a lack of deliberate and systematic cognitive activation
for the use of MRs as a major source of the difficulties
described above (Ref. [11] Chap. 6; Ref. [101]). To counter
this, a “representational focus” [4,25,102] has been pro-
posed in science (physics) education, in the sense of
actively and explicitly engaging learners with multiple
representations (Ref. [5] Chap. 7; Ref. [56]; Ref. [103]
Chap. 16). In this context, emphasis is placed on the need
for learning activities going beyond simple cases and using
more complex forms of MRs, in particular with a higher
number of representational formats and connections
(Ref. [5] Chap. 1; Ref. [103] Chap. 15; Ref. [104]). An
important example of this is a text-image combination
referring to an experiment or observation, which is a
common format in science (number of representational
formats >2, total number of representation connections
>1). Work for explicit MR learning activities and
approaches in this sense was presented by Tytler et al.
(Ref. [4] Chap. 1: biology and Chaps. 7, 8: astronomy)
and Hubber and Tytler [56] (astronomy), as well as by van
Heuvelen and Zou (Ref. [104] physics). Kohl and
Finkelstein [28] have found positive learning effects in a
research-informed large-enrollment course of introductory
physics, including, among others, deliberate variation of
MRs used. However, studies about the improvement of
representational competence in a well-controlled setting in
science education are scarce, and none of the few inter-
vention studies we are aware of (see references above)
explicitly addressed representational coherence in the
context of experiments. A study of this kind in the area
of geometrical (or ray) optics is the purpose of the present
contribution.

C. Learner characteristics

Previous research has shown that learning with multiple
representations also depends on a series of learner char-
acteristics (see Ref. [105] for a recent review). Indeed, prior
knowledge in a domain is a strong predictor of learning in
general (Cohen d ¼ 0.67), and in science in particular
(d ¼ 0.8, Ref. [106]). Regarding the use of MRs, prior
knowledge can influence how well MRs can be linked to
the referent (representational connection), reduce cognitive
load, and complete information not present in the available
representations [75,107]. Cook [108] gives a thorough
account about the effects of prior knowledge on science
learning with MRs. This is essentially based on cognitive
load theory, i.e., the ease with which various representa-
tions can be processed simultaneously in working memory
is largely determined by the prior knowledge a learner has,
and the more prone he or she is to cognitive overload.
Similar arguments can be found across science education
(Refs. [27,29,109,110] for physics, chemistry, and biology
education, respectively). Further effects of prior knowledge

specifically related to multiple representations in the
physical sciences have been discussed, for example, by
Bodemer and Faust [111]; [6] Chap. 7; and Ref. [105]. We
thus also included prior knowledge in mathematics as a
covariate in our analysis, both for its general importance
[112] and for providing essential representational formats
for physics and physics learning. Strong correlations
between mathematics and physics or physical science
achievement have been found for decades, from classical
work (Ref. [113] r ¼ 0.77) through meta-analysis
(Ref. [114] r ¼ 0.48) to recent analysis for introductory
physics courses (Ref. [115] r ¼ 0.3–0.46). The effect sizes
corresponding to these studies (for conversion, see
Ref. [116]) are medium to large throughout (d∶2.4; 1.1;
0:6–1:0, respectively). In the last decade, more fine-grained
studies have confirmed these findings, and interpreted them
with increasing detail [117–122]. Moreover, as text is an
all-pervading representational format in physics tasks (and
physics learning in general), we included also German
language grade as a covariate.
Another important factor for learning with MRs is

visuospatial ability [46,123], especially for science learning
(Ref. [5], Chap. 1, Chap. 11; Ref. [124]). In the physical
sciences, such influences have been discussed by several
authors (Ref. [18]; Ref. [6] Chaps. 7, 8, 11) and Wu and
Shah [125] provide ample evidence in their review of
correlational studies and other sources (albeit without
reporting the correlation coefficients). However, this liter-
ature rarely provides quantitative results on the strength of
the presumed association between visuospatial ability and
science learning (see, e.g., Ref. [125] as just mentioned).
Among the few exceptions found are studies on chemistry
learning [126,127] with an effect size range ≈0.4–0.6
(conversion: Ref. [116]). Recently, Opfermann et al.
[105] emphasized that spatial ability might be particularly
important in an abstract domain such as physics. We follow
their recommendation to take this “into account whenever
research on physics learning includes (at least partly) visual
multiple representations” and include it as a covariate.
Beyond visuospatial ability, two further aspects of

cognitive ability related to different representational for-
mats are considered (verbal and numerical intelligence).
Finally, we consider gender as a further covariate. Gender
differences for physical science and physics have also been
known for decades (meta-analytic results: d ¼ 0.35, [128],
d ¼ 0.25, [129]; large scale sample (N ≈ 8000): d ¼ 0.32,
[130]). More recently a “gender gap” was discussed for
physics introductory courses (d ¼ 0.38 for conceptual
understanding; d≲ 0.2 for course grades [131,132]).

D. Purpose and research questions

The empirical intervention study presented here aims at
exploring the effect of theory-based tasks with a representa-
tional focus related to science experiments (RATs, for
example; see Figs. 2 and 3 on students’ RCA in the area of
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geometrical optics). The purpose is a contribution for the
research need described above, i.e., a study with a well-
specified intervention and instrument for RCA, which are
described in detail in the methods Secs. III B and III C.
As learning with multiple representations increases demand
on learners, we also consider whether the intervention
has (side-) effects on motivation. In this framework, our
research questions were as follows:
(1.1) What (if any) is the effect of representational activity

tasks students’ representational coherence ability
compared to conventional tasks?

(1.2) If there is an effect, does it also occur for the
“construct deeper understanding” function in the
sense of the DeFT framework?

(2) To what extent do various covariates (previous
knowledge, various components of intelligence,
etc.) influence learners’ representational coherence
ability?

(3) What is the effect of representational activity tasks
on motivation compared to conventional tasks?

III. MATERIALS AND METHODS

A. Sample and study setting

The investigation took place within regular secondary
level I physics lessons in the German state Rheinland-Pfalz.

The age group was 7th and 8th grades in the German school
system, from four academic-track schools1 and six class
groups in both the treatment (TG) and control group (CG)
[TG: age M ¼ 13.1 (0.72) years, N ¼ 175; 70 boys, 105
girls; CG: age M ¼ 13.1 (0.63) years, N ¼ 167; 80 boys,
85 girls, two missings for gender].
The subject matter was geometrical optics (light

sources, light propagation and rays, shadows, lenses, image
formation), a standard topic according to the pertinent
teaching program of this age group. The length of the
intervention was about six lessons (6 × 450 ¼ 4.5 h in
total). Each teacher instructed one class of the treatment
group and one class of the control group. An overview for
the schedule of the interventions is given in Table I.
The intervention and the learning materials were dis-

cussed and validated within an expert group of physics
teachers, including those participating in the study. Every
teacher received a schedule and the final version of the
learning materials for every class hour of the intervention
and was briefed individually on how to conduct the lessons
for both the CG and the TG. An observer participated in
several lessons and checked whether both groups corre-
sponded to the intended intervention strategy.

FIG. 2. RAT for fostering students’ ability to connect several types of representations (O ¼ object size; f ¼ focus, I ¼ image size).

FIG. 3. RAT for fostering students’ ability to check the scientific correctness of a representation (correction exercise).

1“Gymnasium”, see Ref. [133] for background about the
German school system.
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B. Research design, instruments, and data analysis

The intervention study had a quasiexperimental non-
equivalent comparison-group design with repeated mea-
sures and covariates [134] There were three measurement
times: “t1: pre” before the treatment, “t2: post” after
treatment and before conventional lessons, and “t3: fol-
low-up” after conventional lessons. There were four weeks
between pre- and post-test and six weeks between post-test
and follow-up (see Table I).
The control group worked with conventional tasks,

which deal with connections between representations only
implicitly, with a focus on content and a problem statement
related to it (such as finding the optical image in a given
lens arrangement), and based on the tacit assumption that
the pertinent representational means to express this content
and problem, and their connections (such as ray diagrams,
and relating them to the experimental situation), will be
used by the learner without explicitly asking for this. In
contrast, the treatment group learned with specific tasks
focusing on representational coherence, based on the
research expounded above. These tasks contain always
more than one representation, often more than two repre-
sentational connections, and explicitly ask students to
elaborate on various types of coherent connections, such
as translating, relating, comparing, completing, correcting
and changing, or adapting representations. The design of
the TG learning tasks is described in detail in Sec. III C.
Beyond these differences, TG and CG were identical in
their content, lesson plans, and duration of the learning
sequence. Moreover, in each of the four schools, pairs of
TG and CG classes were taught by the same teacher.
A comment on the quasiexperimental approach of the

study is in order. As is well known, quasiexperimental
research does not eliminate the problem of confounding
variables and ensuing problems for internal validity.
However, Ref. [135] presents research strategies dealing
with these problems using specific research designs, in
particular through repeated measures and covariates.
Associated with that, a variety of statistical techniques
(e.g., analysis of covariance and more advanced methods)
can be used to try to cope with threats to internal validity,
particularly useful when random assignment is not possible,

practical, or adequate [136,137]. On this background, special
care was used for discussion and analysis of pre-test values
and covariates, in order to minimize threats for internal
validity.
In order to look for potential influences of the inter-

vention on physics motivation, a physics motivation test
taken from well-validated instruments in the literature was
used. [138–140]. The test assessed extrinsic [139] and
intrinsic motivation as well as physics self-concept [140] as
aspects of motivation together as one motivation measure.
Measurement times t2 and t3 are influenced by the
intervention, measurement time t1 gives the initial moti-
vation (used for comparison with the other measurement
points, and as covariate).
Based on the research background presented in Sec. II C.

covariates are as follows:
• motivation (at t1)
• gender
• relevant school grades (physics, mathematics, and
German language), and

• three subscales of cognitive ability: related to different
representational formats taken from a standardized
published instrument (verbal, numerical, and matrix
reasoning as part of visuospatial intelligence [141,142];
reliabilities for all scales are satisfactory (αC > 0.7;
[143]).

• conceptual understanding (at t1): assessed with a short
concept test specific for the learning topic (ray optics,
image formation; αC ¼ 0.78 [144]).

For an assessment of the representational coherence
ability of learners, a test for RCA was used [145,146].
RCA test items required relating physical phenomena and
experiments to various types of representations and multi-
ple representational formats to each other. Establishing
representational links required comparing MRs, as well
completing and correcting given incoherent MRs. Several
items also asked students to explain their reasoning while
resolving these questions. The RCA test contained 14
experiment- or phenomenon-related tasks, with five stan-
dard items (“S”) and nine “deeper understanding” items
(“DU”), see Sec. III C for this distinction (max. score of S
items is 22.5 and of DU items is 21). Sample items and an

TABLE I. Schedule of the quasiexperimental intervention study [88].

Week CG TG

1 Initial test (t1): RCA, motivation, covariates

2–4 Learning
phase

Introduction of the convex lens, teacher experiment

Conventional tasks Students’ experiment, refraction by lenses, construction of
ray diagrams, geometric proof of imaging properties, image formation

Representational
activity tasks

4 Post-test (t2): RCA, motivation

5–10 Conventional lessons on optics (12 class hours)

10 Follow-up test (t3): RCA, motivation
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overview (Table VII) about the different combinations of
representation types and their connections used in the RCA
instrument are given in Appendix A. The RCA data were
tested for deviations from normality, with no significant
result (Kolmogorov-Smirnov test: p ¼ 0.78). Test charac-
teristics in terms of classical item and instrument analysis
are given in Table II: item difficulty, item discrimination,
item-test correlation [147], and αC as a measure of internal
consistency [73]. Overall internal consistency was αC ≈ 0.8
(across different validation samples), testing for exclusion
of the individual items did not lead to an improvement.
Item difficulties were 0.2 < p < 0.8, item discrimination
D > 0.5, and item-test correlation was rit > 0.3. All values
were in the recommended range (which holds as well for all
individual item characteristics, up to a few slight excep-
tions, [147]). A detailed description of the design and
validation of the instrument is given by Refs. [145,146].
Additionally, an expert rating for the curricular validity

(“the item content is conform with the curriculum”) and for
appropriateness as a physics test question (“the item as
appropriate for a physics performance test”) was carried out
in the expert teacher group mentioned above (11 experi-
enced physics teachers with an average of 21 years of
teaching experience, see Refs. [100,146]). A 6-point Likert
scale (1 ¼ completely disagree, 6 ¼ completely agree) was
used. Results yielded a satisfactory rating for curricular
validity and test appropriateness [“completely agree” or
“agree” (6 and 5 on the Likert scale) for 10 and 11 items,
respectively; “rather agree” (4) for 3 and 2 items, respec-
tively]. One item required to derive the magnification
equation in a geometric way. This is not contained in
the local curriculum, leading to a low expert rating of
curricular conformity. Nevertheless, it makes sense to keep
this item in order to assess RCA. Interrater consistency is
calculated as the intraclass correlation coefficient, which is
suitable for more than two raters and equivalent to Cohen’s
kappa [149]). The values obtained are 0.52 for curricular
conformity and 0.61 for appropriateness as a classroom test
question [100], which, according to current guidelines, can
be considered as satisfactory and good, respectively [146]).
To estimate the necessary sample size for the interven-

tion study, a power analysis was carried out (with values

α ¼ 0.05 and 1 − β ¼ 0.8 chosen according to Cohen
[150]). The analysis was carried out with G � Power
[151], assuming a multilevel model for measurement of
change (i.e., a hierarchical linear multiple regression [152])
with one assessed predictor and eight predictors in total,
and an effect size f2 ¼ 0.03 (as a minimum requirement of
a practical relevant effect), yielding a minimum sample size
of N ≈ 270 (present study: N ¼ 342).
For RCA as a dependent variable, a multilevel analysis

with two levels adapted for the measurement of change
was used (level 1: measurement times, level 2: subjects
[152–154], calculation performed by SPSS [155]). The
advantages of multilevel models for longitudinal data
compared to a usual repeated measurement analysis of
variance are that they are less restrictive in their appli-
cability assumptions, and more flexible in the data structure
they can model [153,154]; [156] Chap. 5: (i) incomplete
data sets (missings) can be dealt with; (ii) change is allowed
to vary across subjects (in turn to be modeled by cova-
riates); (iii) measurement points need not be equidistant,
and change is allowed to vary between them (e.g., by
piecewise regression); (iv) variances (and covariances) are
allowed to change between measurement points. Note, that
(iii) and (iv) are particularly relevant in a case of a pre-,
post-, or follow-up measurement (as in this study) as
changes and (co-)variances cannot be assumed to be equal
for the different measurement times.
Finally, the effect size (d) to be used for this method

of analysis has the general definition “difference between
the means for the treatment and control groups divided by
the standard deviation” [150]. In our case, the standard
deviations of the compared groups were not equal and we
used the pooled standard deviation. The generalization
of d to multilevel analyses is given in a very readable
account by Tymms [157] (see also Ref. [158]). It is used in
the present paper with the usual conventional thresholds
(small, medium, and large effects are 0.2 < d < 0.5,
0.5 ≤ d < 0.8, and 0.8 ≤ d, respectively [150]).

C. Instructional design of the intervention

1. Operationalization of representational activity tasks

In line with the theory background given in Sec. II, the
operationalization of RATs as learning tasks to foster
representational coherence ability is based on the ability
to build coherent, correct, and meaningful connections
between pieces of information within one single or between
several representations (intrarepresentational and referen-
tial connections). Thus, RATs can only be solved by
working with intrarepresentational and referential connec-
tions (and also, as a sense giving base, representational
connections to represented objects). They require students
to explicitly translate, relate, map, compare, correct, and
change or adapt pieces of information within and between
representational formats. As descriptive representation
forms, text and formulas are used, and as depictive

TABLE II. Instrument characteristics. Averages and standard
deviations (in parentheses) of item difficulty, item discrimination,
item-test correlation, internal consistency and factor loadings,
as well as the recommended ranges (Ref. [147]; factor loadings
see Ref. [148]).

Variable RCA post-test Recommended

Item difficulty P̄ 0.37 (0.17) 0.2–0.8
Item discrimination D̄ 0.54 (0.25) ≥0.3
Item-test correlation rιt 0.46 (0.09) ≥0.3
Internal consistency αC 0.79 ≥0.7
Factor loadings FL 0.57 (0.10) ≥0.4

IMPROVING LEARNERS’ REPRESENTATIONAL … PHYS. REV. PHYS. EDUC. RES. 15, 010142 (2019)

010142-9



representation forms photographs, schematic drawings,
and ray diagrams (see examples below). With regard to
the curricular validity of the local study program [159],
only few formulas are used (five out of 29 tasks).
In terms of the DeFT design features (see Refs. [75,76]

and Sec. II), RATs are designed as follows:
(a) Number of representations: RATs contain two or

more different representations and one or more rela-
tions. The relations can be built between the same
representational format (intrarepresentational connec-
tion) and between different representational formats
(referential connection). For the RATs of this inter-
vention, the averages are N̄RF ¼ 3.6 and N̄RFC ¼ 3.1.

(b) Distribution of information: Representations comple-
ment each other with regard to the contained infor-
mation (they may also partially contain redundant
pieces of information).

(c) Format: The representational system is monomodal
(viewing) and static (on paper).

(d) Sequence of representations: As RATs are supposed
to foster flexible use of multiple representations as
applied to various physics problems, there is no fixed
sequence in which representations occur in the task.
A general pattern, however, is as follows: First, the
text of the task referring sometimes to an additional
representation shown in the task. Second, the different
representations and connections are necessary to
achieve the correct solution of the task. In some cases,
the sequence leading to a solution is indicated by the
task. In other cases (a special case in the sense of
DeFT) a possible sequence of representations has to be
found by the learners themselves. Third, the answer
contains usually one of the representations used in the
process of the task solution, sometimes additionally a
verbal description or an explanation of the answer.

(e) Support for translation: This has a special status for
RATs, as the translations (or connections) are asked
for in the tasks, and are not given by them. A “support”
on a general level would occur if repeated solving
of RATs as learning tasks leads to an increase of RCA
in the sense of the main research question of this
contribution.

Another attribute of RATs is the type of connection that
has to be made for solving the task: The first type of RATs
requires only to relate, translate, or complete information
that is contained in representations as is common in some
of the conventional tasks in physics education. As men-
tioned in the theory Sec. II, RCA is an important compo-
nent of physics understanding in general. This means that
there are domain-specific physics questions and problems
that cannot be answered without implicitly using MRs and
RCA. The kind of connections in these standard tasks
usually only require relating pieces of information of two
representational formats or translating them from one to
another [100]. Thus, this kind of representational tasks

close to conventional ones only implies a low number of
representations and of their connections close to the lower
limits (2 and 1, respectively). This type of RATs are called
standard (S) RATs, because their design is similar to that of
tasks occurring routinely in standard physics teaching, both
with regard to the kind of connections between represen-
tations (only translating and relating representations, see
above) and the number of involved representations and
connections. An example of this type would be to take the
conventional task of drawing a ray diagram from givens in
the task text, and to ask additionally to relate explicitly
corresponding elements in both representational formats.
The DeFT model contains an additional important

function that goes beyond that of standard RATs. The
function is “construct deeper understanding” [75], which
leads to a further RAT type. In accordance with the DeFT
model (see above), constructing deeper understanding is
implemented by RATs which require comparing, changing,
correcting, or adapting representations in addition to the
demands of S RATs. For these purposes, the mental model
(e.g., a ray diagram) has to be further developed than it has
to be for S RATs. Moreover, the number of representations
(N̄RF ¼ 4.2) and their connections (N̄RFC ¼ 3.9) is quite
high for these RATs.
We sum up as follows: There were 10 “standard”

RATs and 19 “deeper understanding” RATs in the inter-
vention in total. RATs and conventional tasks are different
qualitatively and quantitatively. Qualitatively, RATs use
different types of representational activities (translate,
relate, compare, correct, and change or adapt), whereas
conventional tasks only use a single one (translate, in the
typical situation to draw a ray diagram with givens in a
text). Moreover, RATs ask for explicit representational
connections (e.g., comparing of corresponding elements, or
describing differences between ray diagrams), while con-
ventional tasks only ask for implicit connections (translate
from text to diagram). Quantitatively, RATs use more
representational formats, and more representational con-
nections (N̄RF ¼ 3.6, N̄RFC ¼ 3.1) than conventional tasks
(N̄RF ¼ 1.7, N̄RFC ¼ 0.66).
Details of RAT design features in contrast to conven-

tional tasks are illustrated in the following section for
several examples.

2. Examples of representational activity tasks

Figure 2 shows a RAT for fostering students’ ability to
connect several representation types with each other (RAT
design point e, see above: support translation is part of the
task). Students were asked to compare the two pictorial
representation types (deeper understanding RCA demand;
RAT-design points a, d) and to mark relevant differences
with respect to the image formation (object-image distance,
object-image size, magnification factor).
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They had to identify the parameters that are relevant for
the image formation process on their own (the size of the
lens is not important; in the second picture the magnifi-
cation factor was different because of different object and
image distance ratios). Then students needed to bring
together these relevant pieces of information from the two
different sources (translation from instructional text to
realistic image and from instructional text to ray diagram:
standard RCA demand; RAT-design points b, c, d) and
mentally process the information. In a second step, the
schematic drawing had to be adapted to the realistic
picture (deeper understanding RCA demand), so that both
showed the same magnification. Finally, students were
asked to describe the relevant differences between both
pictures verbally (translation from realistic picture or
adapted ray diagram to answer text: standard RCA
demand; RAT-design point d). In short, they were asked
to analyze the differences between two similar experi-
mental settings, which were shown by two different types
of representations. As a result, they had to connect
mentally the two experiments with each other and change
the schematic drawing. After that, the students needed
to transfer their solution into a textual representation.
Thus, they practiced translating information between three
different types of representation to achieve a scientifically
correct solution.
Another example of a RAT is shown in Fig. 3. Here the

students were asked to mark the errors of the given ray
diagram and to correct them (deeper understanding RCA
demand; RAT-design points a, b, c, d, e; to understand the
task it is needed before to relate the instructional text to the
given ray diagram: standard RCA demand).
After that, the students had to explain verbally what was

wrong with the rays when passing through the convex lens
(translation: standard RCA demand). So they had to work
actively on two different types of representations and
practice translating information from the pictorial into
the textual type of representation. In sum, this was an
exercise given to the TG to develop students’ ability to

detect scientifically incorrect representations and to change
them into scientifically correct ones.
In contrast, the CG, on the other hand, received no RATs

but practiced the usual constructing of ray diagrams (see
Fig. 4). One has to read some pieces of information from
the text and to relate it to the ray diagram, but relating,
comparing, changing or adapting different representation
formats is missing. Tasks of the CG work mainly with one
single representation, not two or more.

IV. RESULTS

The results of a descriptive and a multilevel analysis of
students’ RCA are presented. Furthermore, the influences
of control variables that affect students’ RCA are reported.
The psychometric values of the test instruments are already
provided in Sec. III B.
Table III shows the descriptive values of the RCA

instrument for the different item types and measurement
times. When the intervention study began, both groups were
approximately on the same level of RCA (nevertheless the
small difference is taken into account by the statistical
analysis). However, the RCA levels were very low, and
consistently so across the sample, as expected. At the other
measurement times, they scored between 24% and 70% of
the maximum value. Among measurement times t2 and t3,
the highest value was reached by the TG with S assessment
items (at t2), the lowest the CG with DU assessment items
(at t3). In general, students reached higher levels for S items
than for DU items. With respect to motivation, the levels
of the CG decrease slightly over time whereas the levels of
TG were stable between measurement times t1 and t2, and
only decrease slightly between t2 and t3.
In all item groups, the TG attained higher scores than

the CG on the descriptive level. In the following, the
differences between the assessment item types, the groups,
and measurement times as well as influences by covariates
are analyzed by a multilevel model for measuring changes
(see above, Refs. [153,154]). For that, we consider the

FIG. 4. Conventional task of the CG for practicing the construction of ray diagrams for an image-forming experiment with a
convex lens.
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changes between different measurement times for each
group, which are the main interest of the study. The
changes of RCA, estimated by the multilevel analyses,
are shown in Table IV for the whole instrument and in
Table V for S and DU items separately.
For both item types together, the CG improved its RCA

between measurement times t1 and t2 by 38% of the
maximum score and the TG by 48%. Thus, the students of

the TG developed RCA by about 10% more than students
of the CG. Between the start of the intervention and
additional six weeks of conventional teaching (measure-
ment times 1 and 3), the TG performed better than the CG
by about 6% of the maximum score. For S items, where all
increases were larger, the CG had a 54% increase and the
TG a 65% increase (t1–t2). For DU items, the CG increased
23% and the TG 30%.

TABLE III. Descriptive values (averages and standard deviations in percent of max. score) for S (standard) and
DU (deeper understanding) assessment items separately and for the whole test, for motivation and for the different
measurement times (t1: pre-intervention, t2: postintervention, t3: follow-up, 6 weeks after intervention).

Control group Treatment group

Measurement time Item type N Mean (SD) N Mean (SD)

t1 S 152 4.49 (7.96) 174 4.89 (6.62)
DU 152 6.96 (8.67) 174 8.24 (9.48)

S and DU 153 5.63 (6.51) 174 6.51 (6.78)
Motivation 126 64.75 (11.60) 138 67.24 (10.31)

t2 S 155 57.78 (14.93) 171 70.13 (15.20)
DU 155 28.10 (16.81) 171 38.19 (18.24)

S and DU 153 43.45 (13.49) 171 54.71 (13.95)
Motivation 156 59.38 (13.40) 140 67.91 (9.68)

t3 S 144 56.49 (19.16) 156 63.60 (14.04)
DU 144 23.86 (16.19) 156 31.29 (16.14)

S and DU 143 41.01 (15.03) 156 48.00 (12.23)
Motivation 123 55.35 (17.19) 161 60.40 (16.56)

TABLE IV. Estimated changes of RCA between pre- and post-test, and pre- and follow-up test (multilevel model
for measuring changes).

Estimated change of RCA (SD)

Group Item type Comparison of measurement times Absolute In % of max.

Control group S and DU t1-t2 16.92 (4.62) 38.89 (10.62)
t1-t3 15.41 (4.94) 35.43 (11.37)

Treatment group S and DU t1-t2 21.06 (4.76) 48.42 (10.95)
t1-t3 17.97 (4.24) 41.31 (9.74)

TABLE V. Estimated changes of RCA between pre- and post-test, and pre- and follow-up test, for S and DU items
separately (multilevel model for measuring changes).

Estimated change of RCA (SD)

Group Item type Comparison of measurement times Absolute In % of max.

Control group S t1-t2 12.14 (2.70) 53.96 (12.01)
t1-t3 11.56 (3.27) 51.39 (14.53)

Treatment group S t1-t2 14.72 (2.69) 65.43 (11.96)
t1-t3 13.18 (2.49) 58.58 (11.05)

Control group DU t1-t2 4.73 (3.52) 22.51 (13.37)
t1-t3 3.69 (2.71) 17.59 (12.89)

Treatment group DU t1-t2 6.34 (4.95) 30.19 (14.50)
t1-t3 4.77 (2.74) 22.73 (13.04)
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Table VI and Fig. 5 show that the RAT intervention had
a highly significant positive influence on the change
of learners’ RCA both between the pre- and post-test
(d ¼ 0.69 compared to CG) and between the pre- and
follow-up test (d ¼ 0.43, compared to CG). This corre-
sponds to medium to large and small to medium effect
sizes, respectively [150]. For S items and DU items
taken separately, the effects between pre- and post-test
are d ¼ 0.77 and d ¼ 0.47, respectively (compared to CG).
Moreover, Table VI and Fig. 5 indicate an influence of

the following control variables: pre-instructional grades in
mathematics and physics, and conceptual knowledge in
geometrical optics. Higher values in these variables led to a
higher RCA, regardless of whether the student was in the

TG or CG, with small effect sizes (all around d ≈ 0.2).
There was a gender effect in favor of boys, appearing only
for the DU assessment items (d ¼ 0.17���). Visuospatial
ability (d ¼ 0.13���) had a very low effect, as well as initial
motivation, (in the opposite direction, but with very small
d ¼ −0.12�). Verbal and numeric intelligence and grade in
the German language had no influence on RCA (therefore
was not included in Table VI; for full results see Table VIII
in Appendix B).
For S assessment items taken separately, the effect sizes

of control variables were in the same range, but slightly
smaller than those given above. In addition, numerical
IQ had a very small effect, and gender no effect. For DU
assessment items taken separately, only the effect sizes of

FIG. 5. Influence of variables on students’ RCA, (multilevel model for measuring changes).

TABLE VI. Results of the multilevel analysis for the S- and DU-assessment items together: influence of variables on students’ RCA
(not shown: nonsignificant variables, viz. verbal and numeric intelligence, and German language grade). The full table of all items and
separated tables for S and DU assessment items are shown in Appendix B.

Parameter β Standard error Degrees of freedom t statistics Significance Effect size d

Motivation pretest −0.02 0.01 294.3 −2.18 0.030 −0.12
Visuospatial ability 2.97 1.14 294.1 2.61 0.009 0.13
Grade mathematics 0.56 0.19 294.9 2.87 0.004 0.18
Grade physics 0.53 0.19 291.3 2.76 0.006 0.18
Optics concept pretest 0.13 0.04 292.9 3.38 0.001 0.18
Gender 0.99 0.30 294.2 3,28 0.001 0.17
Interaction: Difference between
RCA pre- and post-test, TG vs CG

4.15 0.68 295.0 6.06 <0.000 0.69

Interaction: Difference between
RCA pre- and posttest, TG vs CG

2.56 0.72 277.3 3.53 <0.000 0.43
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the control variables mathematics, physics, and initial
conceptual knowledge were in the same range as those
given above. The gender effect was slightly larger. However,
there were no effects of motivation and intelligence (for
result overviews see Table XI and Table X in Appendix B).

V. DISCUSSION

Research question 1.1. is answered as follows: Students
who learned with RATs showed a significantly higher
increase of representational coherence ability than students
of the control group, with a sizable effect size of d ¼ 0.69
(RCA post-test). These positive effects were still present at
the follow-up test (d ¼ 0.43), six weeks after the end of the
intervention, and thus showed at least a certain degree of
medium-term stability.
For answering research question 1.2. the learning effects

for S items and DU items are considered separately: First,
positive effects on S items were found, with effect sizes
comparable to that of the complete test (d ¼ 0.77 at post-
test). Thus, RATs can develop that part of RCA that is
implicitly required also in the standard requirements of
physics learning (e.g., relating text and image) better than
conventional tasks. Second, positive effects were also
found for the more demanding DU items (d ¼ 0.47). It
is not surprising, that effects for a more demanding task are
smaller than for a less demanding one, and we consider an
effect of this size as encouraging for an ability known from
the literature to be hard to achieve, and after only a few
hours of learning time. All these results were obtained with
a series of control measures to ensure comparability
between the TG and CG (in particular same teacher,
comparable initial situation, and control for remaining
differences, in particular initial competencies, motivation
and intelligence).
With regard to research question 2, no influences of

verbal and numerical intelligence or of German language
grades were found. The following covariates showed
influences with quite low effect sizes (mostly ≈0.2 or
smaller): prior knowledge (pre-instructional grades in
mathematics and physics, initial conceptual knowledge
in geometrical optics), visuospatial ability, and gender.
These findings are in line with existing research (see

Sec. II C “learner characteristics”): Prior knowledge in the
domain, well known as a predictor of learning in general,
also has an influence on representational learning. The
same holds for prior knowledge in mathematics: its
influence, well known for general physics achievement,
is also found for representational learning. We note that the
effect size found here is smaller than the one found in
previous studies. An explanation for this could be the small
part of formula-related problems in this study, chosen in
accord with its age group and the relevant curriculum.
It seems plausible that the influence of mathematical
abilities becomes more pronounced when leaners have to
deal more with (symbolic) formulas, and indeed Torigoe

and Gladding [117,118] have found indications for such an
effect. We thus hypothesize, for further study, that the
influence of prior knowledge in mathematics on representa-
tional competence (in particular RCA) might increase with
the degree to which understanding of and dealing with
formulas is necessary in a given content area.
We also find an influence of visuospatial ability, how-

ever, and somehow unexpectedly, with a quite small size
(smaller than few values reported in the literature, see
Sec. II C). A reason for this quite small effect of visuo-
spatial ability on learning of ray optics could be the fact that
the latter is considered to be a science topic which can be
quite well visualized, as compared, e.g., to mechanics and
electromagnetism (involving vectors, fields, etc.). In fact,
this is even a reason to treat ray optics as one of the first
topics in many physics curricula (there are, in particular,
nice experiments to visualize rays, as also used in this work,
see, e.g., Ref. [160]). Such a moderating influence of the
level of abstraction is discussed in Ref. [161]. We conclude
that in order to substantiate such a moderating effect on the
strength of association between visuospatial ability and
RCA, studies on content areas other than ray optics would
be of interest, and a more systematic inclusion of effect
sizes as quantitative measures of these strengths appears
necessary.
Finally, we also find gender influences on RCA (with an

advantage for boys), consistent with existing research. The
effect size is somewhat smaller than those found previously
in older age groups (see Sec. II C). A tentative explanation
for this could be the so-called “Matthew effect” (or
“cumulative advantage effect”) in education [162]; the
expression comes from the biblical saying that the rich
get richer and the poorer get poorer (gospel according to
Matthew). It denotes a situation where those who initially
score higher on some desirable variable also gain more
during learning, i.e., with the initial value also the slope as
function of time is higher. Thus, a gender difference of
RCA at the secondary level I (this work) would be smaller
than one accumulated at university freshman level [163].
However, this question is beyond the scope of our study
and cannot be answered here.
In view of potentially increased cognitive demands in

the TG, the following findings concerning motivation are
useful to know. First (belongs to research question 1.2.),
there was no effect of initial motivation on RCA for the more
demanding items (DU items): less motivated learners can
develop RCA as well as more motivated ones. We do not
have an explanation for the opposite effect on S items, but it
was lower in significance level than all other effects and
among the lowest in effect size. Second (research question
3), there was a decrease of motivation for the CG, whereas
there was a slight increase of motivation from pre- to post-
test for TG (the difference was however not significant). This
means that the RAT intervention (with its more demanding
tasks) does at least not diminish motivation.
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VI. LIMITATIONS AND PERSPECTIVES

A. Limitations and research perspectives

Our findings supporting positive effects of the RAT
approach on the increase of RCA are limited in the
following ways by the educational setting of the study:
First, it is a study about a given age group (secondary
level I), and studies, for example, on the tertiary level (with
increased representational demands) would be interesting.
Moreover, the study was carried in the academic-track
schools within the German school system1. Concerning the
latter point, existing research points to an appreciable
association of academic success and working memory
[164], and as cognitive load is one of the main problems
with MRs (see Sec. II A), our findings about the positive
effects of RATs would have to be checked for learner
groups with lower cognitive abilities. Note, however, that
for a series of cognitive variables related to learning with
multiple representations no or relatively weak effects and
no interaction with the main effect were found (verbal and
numerical intelligence, German language grades, visuo-
spatial intelligence, mathematics and physics grades, initial
conceptual knowledge, respectively). So, cognitive factors
should only have a moderate influence on the positive
impact of learning with RATs.
Second, the RAT effects were found for a specific topic

rich in representations (ray optics). An extension to other
areas in physics (mechanics) or other sciences (the micro-
macro-symbolic relationship important in chemistry [6])
would be of interest. Third, the present work considered
only RATs as an educational approach, in order to study
their effects in a well-controlled way. In the future, it could
be combined with other educational approaches of interest
in the area, such as for joint gain of representational and
conceptual competence [165,166], reducing cognitive load
[71,72,109], for example, by worked examples, explicitly
promoting self-generated representations (Ref. [4] Chap. 5;
Ref. [7] Chap. 7), specific forms of collaborative learning
[167–169], and others.
The following limitations on the methodological level

have to be mentioned. First, there were some minor points
in the RCA instrument to be improved in the future. The
study provided information on how to do this, for example,
either removing too difficult items, or enhancing the
learning opportunities related to the content in question
(see Ref. [146] for details). Consideration of covariates in
this study was limited to control for their influences on
students’ RCA, and checking for potential interaction
effects known from the literature. In view of the main
research questions of the study, no in-depth discussion of
the causal mechanisms behind potential interaction effects
was intended. For instance, existing studies [170,171] have
shown that gender differences in spatial ability are largely
due to experience and can be reduced by appropriate
learning measures. There is also a discussion of gender

differences, and possible reasons and remedies in particular
on the introductory university level (see Refs. [131,132,
172,173]). These and other aspects regarding a more fine-
grained analysis of covariates would have to be considered
for a more complete understanding of RCA and its increase
in future studies. Finally, the joint increase of representa-
tional and other abilities should be considered (e.g.,
conceptual abilities [82,165]).

B. Conclusions and classroom perspectives

The present study describes the design and the out-
comes of a theory-based intervention (RATs) for the
improvement of the RCA of learners in the domain of
geometrical optics. A multilevel analysis revealed a
positive impact of the RAT intervention, with a practical
relevant effect size and lasting at least partially beyond a
mere short-term effect.
With regard to classroom practice, the effect size of RATs

would situate at rank 13 of the 800 values presented in the
research synthesis of Hattie [106]. Of course, this is an
individual study, not a meta-analysis, but still the size
for the RAT effects appear to in the interesting range and
it was obtained after a few hours of total learning time (4.5 h,
in accord with the applicable curriculum). Moreover, the
overall weak influences of different covariates are also of
practical interest. The RAT effect size directly after the
intervention is more than 3 times larger than those of prior
knowledge, visuospatial ability, and gender. Other covariates
did not have an influence. This means that the intervention
works for diverse kinds of learners, and that, in particular, it
is not restricted to learners of a higher initial level. We thus
feel that at the given stage RATs already offer a useful
approach for an important component of physics learning.
In order to apply the approach in a broader context, it is

necessary to develop RATs for different topics of physics
and also for other parts of science education and we see this
as a useful topic in initial or continuous teacher education.
In this respect, the detailed description of the instructional
design of the intervention, including a quantitative char-
acterization of RATs might help for transfer to other
teaching topics. Of course, the possible extensions for
future research (other learner groups, other science topics,
combination with other educational approaches) will also
help to inform and improve practice, and work along these
lines is under way.
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APPENDIX A: SAMPLE ITEMS AND
REPRESENTATIONAL FORMATS OF THE

REPRESENTATIONAL COHERENCE
ABILITY TEST

Fig. 6 shows an example of a standard RCA test item. It
assesses an RCA involving the two representational for-
mats text and a ray diagram, as well as relations and
translations between them (see Table 8, DeFT a, b, c, d, e).
To solve the item, the following coherence formation
processes need to be performed: information given by
the text has to be related with and translated in a ray
diagram (standard RCA; DeFT e). The propagation of the
rays has to be constructed following their underlying
representational and conceptual rules. The focal length
of the lens has to be read from the self-constructed external
ray diagram and translated in the answer text. Incoherent
RCA processes lead to scientifically incorrect answers.
Figure 7 shows examples of deeper understanding RCA

test items.
In particular, the following coherence formation proc-

esses (standard and deeper understanding) need to be
performed to solve the item 1(b): Information of the
given text has to be related and translated to the given
ray diagram (standard RCA; DeFT a, b, c, d, e). The
given ray diagram has to be changed into a self-generated
internal ray diagram (deeper understanding RCA). This
internal ray diagram has to be compared to the given

external ray diagram (i.e., if the new image-lens distance
and image size is larger or shorter than the given distance
or image size, respectively; deeper understanding RCA;
DeFT d). The differences need to be read and have to be
translated into an answer text (standard RCA; DeFT e).
In item 1(c) is needed to be verbalized, how the tasks

were solved. This delivered insight into the thinking
processes and RCA use of the student in connection to
necessary task solving work for task 1(b). In particular, the
student had to process the solution of task 1(b) again or
remember it, but this time it was necessary to describe the
representational reasoning itself.
An overview about the different combinations of repre-

sentation types and their connections used in the RCA
instrument is given in Table VII.
Standard RCA test items have only “relating and trans-

lating” as connection type. Second, they have the minimum
numbers possible for an item about multiple representations
for both the number of representations and the number of
connections between them (NRF ¼ 2, NRFC ¼ 1).
Deeper understanding RCA test items have additionally

“comparing, changing, or adapting” as connection type.
Second, they have higher numbers than standard RCA
test items for both the number of representations and
the number of connections between them (NRF ≥ 3,
NRFC ≥ 2). This is necessary to assess higher levels of
students’ RCA (for details see Ref. [146]).

FIG. 6. Example of a standard item for assessment of RCA (item 7 [145,146]): building a ray diagram with given values.

FIG. 7. Examples of deeper understanding items for assessment of RCA [items 1(b) and 1(c) [100,145,146]].
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APPENDIX B: FULL RESULT TABLES

This section provides the significant and also the non-significant results of the multilevel model for measuring changes of
the intervention study (see Table VIII for all assessment items, Table IX only for S assessment items, and Table X only for
DU assessment items).

TABLE VII. Overview of the representational formats and their connections used in RCA assessment items (see Ref. [146];
NRF ¼ number of different representations, NRFC ¼ number of connections between different representations, rep: ¼ repeated, i.e., an
already constructed connection of representations is used again with another variable and counted only once, � ¼ a variable integrated in
the text (e.g., focal length ¼ 4 cm) is not counted as separate representation, �� ¼ table and text combined).

Representational formats
Quantity and type of connections

between representations

Item Type NRF NRFC Text Table Formula
Ray

diagram

Realistic
drawing or
photography

Relate,
translate

Compare, change
or adapt

1(a) Standard (S) 2 1 1* 1 1 0 (per
construction)2 2 1 1 1 1 (rep.)

3 2 1 1** 1 1 (rep.)
4(a) 2 1 1 1 1
7 2 1 1 1 1 (rep.)

N 2 1 1.0

1(b) Deeper
understanding

(DU)

4 3 2 2 2 1 (rep.)
1(c) 4 3 2 2 2 1
4(b) 3 2 2 1 1 1
5(a) 4 2 2 2 1 1
5(b) 4 2 2 2 1 1
5(ca) 4 3 2 2 2 1
5(cb) 4 3 2 2 2 1
6 5 5 2 1 2 2 3
8 4 4 2 2 3 1

N̄ðSDÞ 4.0 (0.5) 3.0 (1.0) 1.8 (0.7) 1.2 (0.7)

TABLE VIII. Results of the multilevel analysis for S and DU assessment items together: influence of variables on
the changes of students’ RCA between pre- and post-test, pre- and follow-up test, and the groups, fixed effects
(multilevel model for measuring changes).

Parameter β Standard error Degrees of freedom t statistics Significance

Intercept −6.36 1.69 295.7 −3.76 0.000
Motivation pretest −0.02 0.01 294.3 −2.18 0.030
IQ verbal 0.87 1.50 294.2 0.58 0.561
IQ numeric 1.49 1.22 293.0 1.22 0.222
Visuospatial ability 2.97 1.14 294.1 2.61 0.009
Grade mathematics 0.56 0.19 294.9 2.87 0.004
Grade physics 0.53 0.19 291.3 2.76 0.006
Grade German language 0.06 0.19 292.6 0.32 0.749
Optics concept pretest 0.13 0.04 292.9 3.38 0.001
Gender (male ¼ 1) 0.99 0.30 294.2 3.28 0.001
Dummy1 (t2 ¼ 1) 16.92 0.50 295.8 33.58 0.000
Dummy2 (t3 ¼ 1) 15.41 0.53 277.1 29.04 0.000
Condition (TG ¼ 1) 0.38 0.33 284.3 1.17 0.242
Interaction: Difference between
RCA pre- and post-test, TG vs CG

4.15 0.68 295.0 6.06 0.000

Interaction: Difference between
RCA pre- and post-test, TG vs CG

2.56 0.72 277.3 3.53 0.000
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