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Treating interactions between polarons and oxygen vacancies in perovskite oxides
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Interactions between polarons and oxygen vacancies in oxides, which cause them to modify one another’s
physical properties, are highly important for applications such as photovoltaics and ferroelectrics. While the
difficulty in modeling polarons using density functional theory (DFT) calculations has been alleviated by the
recent development of various techniques, including, e.g., the Hubbard-U parameter and finite-size corrections,
the underlying physics of polaron interactions with defects remains unknown. Here, we demonstrate that the
polaron-vacancy complexes in PbTiO; have a preferred orbital configuration, different from the orbital configu-
ration of the bulk polaron, by exploring multiple nearby local minima using DFT 4 U. To address the issue of
polaron property dependence on the Hubbard-U value, we determine the U value via enforcement of piecewise
linearity, and we employ finite-size corrections. Three local minima with different electronic configurations are
found by varying the initial conditions: (i) a polaron trapped in a Ti-3d,, orbital on the first-nearest-neighbor
Ti-ion of the oxygen vacancy (eg complex), (i) a polaron trapped in a Ti-3d,,, orbital at the same position
(t2g complex), and (iii) electrons delocalized across several nearby sites and both spin channels, resulting in a
semilocalized state. We find that the eg complex is the most energetically favorable state, revealing a change
in the orbital of the polaron when trapped by an oxygen vacancy, since the bulk polaron is found to be in a
t2g orbital. Furthermore, we demonstrate that great care must be taken to find the correct physical picture with

DFT + U, since a small change in the initial conditions results in finding different local minima.

DOI: 10.1103/PhysRevMaterials.8.094406

I. INTRODUCTION

Polarons are defined as the quasiparticle representation
of a charge carrier trapped by lattice distortions, and they
are known to govern effects such as charge transfer [1],
multiferroism [1], and surface reactivity [2]. For practical ap-
plications, polarons can be trapped by microstructural features
and defects in materials, such as oxygen vacancies, which
are well-known defects ubiquitous in transition-metal oxides.
While it has been demonstrated that these two types of defects
coexist and interact both in allotropes of TiO, [2] and CeO,
[3] near their respective surfaces, and in the bulk of CeO,
[4] and SrTiO3 [5], the role of polaron-vacancy interactions
(PVIs) is not fully understood [Fig. 1(a)]. Given the wide
range of phenomena affected by these two defects, it is of
vital importance to fundamentally understand PVIs, which are
critical for electron transport, carrier recombination, and other
functional properties sought after in photovoltaic and memory
technologies [4,6].

The recent decades have borne important advances in DFT
treatments of both polarons and point defects [7] by moving
beyond standard DFT. While standard DFT has proved an
unprecedentedly useful tool for predicting point defect prop-
erties [7], it suffers from a well-known self-interaction error
and misrepresented Coulomb repulsion [1,7], which precludes
its ability to accurately predict properties of systems with
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highly correlated electrons and localized charge [1,7]. There
are several options available to overcome the self-interaction
error and correct the delocalized picture it results in, including
DFT + U [8], the so-called self-interaction correction (SIC)
scheme [9,10], and hybrid functionals [11], in order of ascend-
ing computational cost. Both DFT + U and hybrid functionals
are known to provide accurate predictions of polaron and
defect properties [12,13] and provide excellent explanatory
power for experimental results. While hybrid functionals
are the more accurate option and are sometimes used to
benchmark DFT + U calculations, their computational cost is
prohibitive when larger systems are required to obtain more
accurate physical pictures, as has been argued in studies of po-
larons [12,14]. Additionally, the study of defects increases the
computational cost of calculations, since they require larger
supercells to accurately determine their properties, further
multiplying the already large computational cost of hybrid
functional calculations. On the other hand, DFT + U is con-
siderably more computationally efficient and has been shown
to match even hybrid functional accuracy [1,7,15,16], given a
well-chosen Hubbard-U parameter. DFT + U, therefore, is of
indispensable utility for increasing our understanding of the
mechanisms by which PVIs may be controlled.

This choice of the Hubbard-U parameter has important
implications for the system, since the value of many properties
has been shown to depend on the U value chosen [13]. Indeed,
Setvin et al. [13] showed a change in the polaron trapping
energy of up to ~0.2eV in TiO; for every 1 eV difference in
the U parameter chosen. The Hubbard-U is often chosen by
matching to empirical data, such as the band gap [1], more
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FIG. 1. (a) Varying the initial conditions of the calculation of a polaron-vacancy complex (PVC) results in three distinct configurations.
For example, Method (1) involves starting from the vacancy system with random wavefunctions to obtain the “eg” complex. Note the oxygen
atoms have been removed to more easily view the charge density structure of the polarons. (b) The representation of a polaron in DFT,
where the polaron and free carrier systems are compared as the competition between two energies: the structural distortion cost (E,) and
the electronic energy (E,;), where the difference is the polaron trapping energy. These energies are calculated by comparing the energy of
the system containing a polaron (A) with the delocalized system in the polaron configuration (B) and the system with a free carrier (C). (c)
The PVI appears to affect the orbital degree of freedom by lowering the energy of an electron occupying a ¢2g orbital in the “¢2g” complex
case but decreases the energy of an electron occupying an eg orbital in the “eg” complex, a primary difference between the PVCs.

accurate functionals [12], or by self-consistent calculation
[17]. However, a recently published study by Falletta et al.
[16] proposed a method for calculating the Hubbard-U by
constraining its value via Janak’s theorem [18]. The resulting
U value (Uy in Falletta’s notation) is thereby constrained
by the enforcement of piecewise linearity (PWL), which is
shown to lead to polaron trapping energies in close agreement
with the hybrid functionals. For example, the defect formation
energies and ionic structures of polarons calculated by hybrid
and DFT + U have been shown to agree closely in BiVOy,
MgO, MgO (Li substitution), and «-SiO, (Al substitution)
[16].

To calculate pertinent quantities to the energetics of po-
larons within DFT + U, the differences between several
systems are considered [Fig. 1(b)]. The energy differences
among these systems give the polaron trapping energy, Epl,

as the competition between the structural energy, E, required
to distort the lattice into the polaron configuration and the
energy of the transition between the charge being localized
and delocalized, E,, at the ionic site of interest:

Epol = E — Eg. (1

This theoretical picture is connected to experiments via
the E. term, which may be compared to experiments to
validate the DFT results, since in the timescale of the ex-
periment the lattice does not have time to relax [1]. This
is demonstrated by Setvin et al. [13], where DFT 4 U is
used to successfully calculate E.; and compares well with
experimental results by low-temperature scanning-tunneling
microscopy/spectroscopy (STM/STS) measurements. This
work showed experimental validation for previous work done
by Janotti et al. [19] using hybrid functionals to calculate
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the polaron trapping energies in rutile TiO,, where charged
defects, including vacancies, were shown to impact the for-
mation and binding energies of polarons in TiO;, leading to
the conclusion that charged defects and polarons should be
treated as defect complexes. In another work, Janotti et al.
[5,19] further strengthen the importance of treating charged
defects, particularly oxygen vacancies, as a complex with
polarons present in SrTiO;. We therefore investigate the en-
ergetics and structure of polaron-vacancy complexes (PVCs),
using PbTiO3 as a model system since there are few studies
involving polarons in this material [12].

In this work, we study the interactions between charged
oxygen vacancies and polarons in PbTiO; (PTO), a proto-
typical ferroelectric material known to host both polarons
[12,20] and oxygen vacancies, and we explore various recipes
for treating PVCs therein. As a highly important industrial
material, PTO forms one of the backbones of the ferroelec-
tric and piezoelectric industry alongside, and as a component
of, Pb(Ti,Zr;_,)0s. In PTO, properties ranging from optical
transitions [20] to multiferroism [21,22] are shown to de-
pend on both vacancies and polarons. For instance, Zhang
et al. [23] demonstrated via DFT 4 U that oxygen vacancy
formation energy depends on the distortion of the lattice in
a SrTiO3/PbTiO3 heterostructure. Additionally, the recom-
bination of conduction holes with electron polarons in PTO
has been demonstrated by both hybrid and DFT + U calcu-
lations [12], predicting a luminescence peak at 2.49 eV, in
close agreement with the 2.38 eV reported by experiment
[20]. Therefore, as charge trapping in the lattice affects, by
definition, the ferroelectric and piezoelectric properties, we
study the polaron-vacancy interactions in the PTO lattice by
exploring several local minima, which are reached by initial-
izing random wave functions in a vacancy system, adding
a polaron to a vacancy system, and adding a vacancy to a
polaron system. We carefully examine each case in succes-
sion, using multiple levels of analysis: comparing spin and
charge densities, local ionic structures, electronic structures,
and defect transfer levels. We then compare these complexes
to the isolated (bulk) polaron and bulk vacancy calculations to
infer the interaction phenomena.

II. METHODOLOGY

We perform all DFT simulations using the Vienna ab
initio simulations package (VASP) [24,25]. The general-
ized gradient approximation (GGA) functional used for all
complex, polaron, and vacancy system calculations is the
PBEsol [26] functional. Based on the work of Ghorbani
et al. [12] and Zhang et al. [27], a 3 x 3 x 3 supercell is
used for all systems alongside a 4 x 4 x 4 T'-centered k-
point grid, since it maintains accuracy and computational
efficiency for both polaron and vacancy calculations. The
energy cutoff is 550 eV. Planar-augmented-wave (PAW) basis
[28] composed pseudopotentials are used for each species
with the following valence electron configurations: Ti 3p3d4s
(10e™), O 2s2p (6e7), and Pb 5d6s6p (14e~). Each re-
laxation and self-consistent field calculation was converged
to Hellmann-Feynman forces of <0.01eV/A and to a total
energy difference of <1078 eV. Furthermore, finite-size cor-
rections are applied as a postprocessing tool following the

methodology of Falletta et. al. [29] (see the Supplemental Ma-
terial (SM), Sec. 1 [30]) to adjust all formation and trapping
energies calculated herein. These finite-size corrections are
of vital importance for the self-consistent calculation of the
Hubbard-U parameter (see Sec. 2 of the SM [30]) according
to Falletta er al. [16,29,31], which we apply to the 3d orbitals
of Ti. We calculate the U parameter to be 4.26 eV (see Sec. 2
of the SM [30]).

To calculate the defect formation energy for the PVCs, the
general defect formation energy for a defect with charge state,
g, relaxed to a geometry, R, may be written [29]

Er(q,Ry) =Ei(q, Ry) — Eoi(0, Ry) + g(e, + €F)
— D nitti + Eeor(q, Ry). )

L

The E(q, Ry) and Ei (0, Ro) terms represent the total
energy of the defect and perfect systems, €, is the valence-
band maximum (VBM) of the perfect system (0, Ry), €F is the
Fermi level within the band gap, n; is the number of species i
with chemical potential y; involved in defects in the system,
and E¢.(q, Ry ) is the finite-size correction term for the defect,
calculated via equation (S1). The relevant values for PTO
are the oxygen chemical potential, uo = —4.388 eV, and the
VBM of the perfect system, €, = 6.040eV. For example, the
notation for an electron polaron in PTO would be represented
as (—1, R_y), since the polaron is a charged defect, g = —1
(extra electron), with a geometry relaxed in response to charge
state g, R_;. For an oxygen vacancy, g = 42 (two electrons
missing, V&), as the vacancy represents the removal of an
oxygen ion, with a geometry also relaxed in the presence of a
+2 charge, Ry, resulting in (+2, R»).

Trapping energies, strain energies, and electronic energies
are calculated according to the set of systems in Fig. 1(b) and
Eq. (1) with an added correction for finite-size effects (see
Sec. 1 of the SM [30]):

Etrap — Erel

loc

- E(l]gl]rel + Ecor~ (3)

Additionally, the binding energy between the polaron and
the vacancy in the complexes may be calculated using forma-
tion energies calculated via Eq. (2):

Eping = Ef(+1,Ry1) — Ef(—=1,R_) — Ef(+2,Ry2), (4

where the (41, R ) state represents the formation energy of
the PVC, the (—1, R_;) represents the formation of the bulk
polaron, and the (42, Ry,) is the formation energy of the
bulk +2-charged oxygen vacancy. We therefore use Eq. (4)
to quantify the energy associated with polaron and vacancy
attraction to one another to form a complex.

All polarons, including those in the complexes, are cal-
culated via the Deskins group [13,32,33] method (see Sec.
3 of the SM [30]), where a relaxed system with a single
substitution at the site of interest is used to generate localized
wave functions. These wave functions are used as a starting
point for subsequent calculations, a kind of “reference state”
from which a polaron may be localized. We study several
complexes obtained by varying this reference state in three
ways: (i) beginning from a vacancy with random wave func-
tions and using the Deskins group method, (ii) starting from
+2 charged vacancy wave functions and adding an electron,
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TABLE I. The defect formation energy, E;, for each defect as calculated by DFT + U (*V) and standard DFT (*BE), as well as the trapping
energy, Ey,, (for polarons), are compared to one another and to reference (REF) energies. The defect formation energies were all calculated
using Eq. (2) and the trapping energies by Eq. (3). The reference system used for the (—1, R_;) polaron, Ti'y, is the (—1, Ry) system, while
the semilocalized Vg system, (1, Ry), is used as the reference for both PVCs. Note all formation energies are calculated with e = 0eV.

Name Defect EfY(eV) EPPE(eV) Euyap (€V) Egwin (€V) Eeeer (€V)  Eping (€V) EREF (eV) ERY (eV)
Bulk Polaron Ti' (12g) 1.882 —0.131 0.200 —0.331 —0.16 [12]
Neut. Vacancy Vé 5.698 5.420 4.78 [23], 5.45 [32]

Chg. Vacancy vy 2.647 2.570 2.55 [23]

eg Complex Vg + Ti'y (eg) 4.162 —0.138 0.028 —0.166 —0.367

Semilocalized % 4.300 3.897 —0.228

t2g Complex Vg + Ti'y (12g) 4.393 0.092 0.381 —0.289 —0.136

and (iii) previously localized polaron wave functions and sub-
sequently adding a vacancy. Each of these reference states
resulted in a distinct system with different energetics, lattice
distortion, and electronic structure.

All charge and spin density analyses are performed using
VESTA [34] for each polaron and/or vacancy system. Finally,
the electronic structure is investigated for each system by
calculating the orbital-resolved density of states (DOS) for
both the up and down spin channels. These orbital and spin-
resolved DOSs are compared to investigate the key differences
among the PVCs, using our own Python code. Again, all
energy values calculated in this work are subject to the correc-
tions given in Eq. (2), utilizing the code provided by Falletta
et al. [29].

III. RESULTS/DISCUSSION
A. Complex and individual defect formation energies

Taken together, the trapping energy, defect formation en-
ergy, and binding energy suggest that the eg complex is
the preferred configuration for a 4-1-charged vacancy. First,
trapping energies calculated using Eq. (3) reveal that the eg
polaron is stable (Ey.p, = —0.138 eV) relative to the semilo-
calized solution (Vg)) near a vacancy; comparatively, the 12g
polaron is unstable (Ey., = 0.092eV) near a vacancy (see
discussion in Sec. III B). This stability difference is primarily
due to the very low cost of distorting the lattice in the eg
complex (Egpin = 0.028eV) and a much higher energy cost
in the 12g complex (Egin = 0.381eV). The electronic tran-
sition energies for the eg (—0.166 eV) and r2g (—0.289 eV)
complexes are much closer. The bulk polaron also has a less
favorable trapping energy (—0.131 eV) than the eg complex,
showing that the polaron is more easily trapped near a vacancy
than in the bulk of PTO. The trapping energy of the bulk
polaron calculated here agrees with hybrid functional trapping
energy calculations of Ghorbani et al. [12] (Table I) (see
the discussion in Sec. III C). Additionally, the complex and
individual defect formation energies, calculated using Eq. (2),
reveal a stability difference between the PVCs. The eg com-
plex is the most energetically favorable configuration for an
electron near an oxygen vacancy, with a formation energy
of 4.162 eV, followed by the semilocalized electron near a
vacancy at 4.300 eV, and the least energetically favorable is
the 12g complex with a 4.393 eV formation energy (Table I).
The binding energies, calculated via Eq. (4), show that the

polaron and vacancy are most attracted to one another in the
eg complex (—0.367 eV), and least attracted to one another
in the 12g complex (—0.136 eV). Furthermore, the negative
values for all the binding energies indicate that the electrons
in any form studied here are attracted to the oxygen vacancy.
The oxygen vacancy formation energies calculated agree with
those calculated by Zhang et al. [23] and Tomoda et al. [35]
using DFT 4 U and hybrid calculations, respectively (see Sec.
4 of the SM [30] and Ref. [36] therein for additional com-
parison involving structure, dielectric properties, and defect
formation energies).

B. Oxygen vacancy-polaron complexes

The ionic displacements, spin density, and charge density
of different complex configurations shown in Fig. 4 reveal
marked differences between the complexes. In the eg complex
[Fig. 2(a)], the spin density resembles a distended bottle-shape
in a Ti-3d,, (eg from here on) state originating from the
INN Ti-site to the oxygen vacancy. This INN Ti-site is also
the site with the greatest ionic displacement, relative to the
V& system, while oxygen ions (negative) displace away, and
lead ions (positive) displace toward the vacancy. The charge
density [Fig. 2(e)] reflects the spin density, also occurring
primarily on the INN Ti-site, again in a distended bottle shape
that extends into the oxygen vacancy site. This spin density
matches that found by Xu et al. [22] using hybrid functionals,
where electrons trapped at vacancies become magnetic as they
are in this work. On the other hand, the r2g complex spin
density [Fig. 2(b)] has the clover-shape of the Ti-3d;, (12g
from here on) orbital, accompanied by ionic displacements
primarily occurring in response to the polaron itself. That is,
the ionic displacement pattern shows no displacement of the
INN Ti-site hosting the polaron, and displacement of the INN
ions occurs toward or away from the polaron rather than the
vacancy. The charge density difference [Fig. 2(f)] also shows
a reduction in the charge density along the Ti-O bonding
directions and an increase in the charge density at the INN
Ti-site in the shape of the r2g orbital, whose lobes extend
between the in-plane oxygen ions. These subtle differences
lead to instability in the 2g complex, resulting in a preference
for the polaron to localize in the eg orbital of the 1NN Ti-ion.

Interestingly, the semilocalized system resembles the eg
complex in both charge density changes [Figs. 2(e) and 2(g)]
and the ionic displacements; however, they differ significantly
in their spin densities [Figs. 2(a) and 2(c)]. In the eg complex,
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[]
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FIG. 2. The spin density and ionic displacements are shown in the top row for the V¢ + Ti'};

/(eg) /(t 28)

system (eg complex), the V& + Ti';,

system (¢2g complex), the V¢ DFT + U system (semilocalized), and the Vg standard DFT system (delocahzed) The charge density dlfferences
are taken between the +1 electron and +0 electron systems in the same lattice configuration to show where the added electron charge density
localizes. Isosurface levels are at 0.0035 e~ /A3 for both spin and charge densities, and displacement vectors are scaled up by 5x for ease of
viewing. The dark gray atoms (green arrows) are Pb, the silver atoms (blue arrows) are Ti, and the red atoms (red arrows) are O. Note that the
supercell has been sliced to remove the part obstructing the view of the complex, and for ease of comparison with other structures in this work.

the spin density reveals a single electron localized to the
INN eg orbital, while there is no localized spin density in
the semilocalized system, suggesting at most only partially
occupied states with paired electrons. Other minor differences
occur in the ionic displacements via the relative magnitudes
of given sites, where the 1NN Ti-site displaces more (~0.1 A)
and the INN O-sites and 1NN Pb-sites displace slightly less
in the eg complex. Additionally, the difference in the charge
density map reveals that the extra electron localizes more
completely on the INN Ti-site in the eg complex [Figs. 2(e)
and 2(g)]. That is, the semilocalized system has a charge
density change extending between two Ti-sites across the
vacancy, whereas the eg complex has a more localized change.

In the delocalized system, calculated by standard DFT
[Figs. 2(d) and 2(h)], there is no spin density change, and
the charge density for the single added electron is spread
throughout the supercell. This is due to the lack of charge
localization in standard DFT. Furthermore, the single delocal-
ized electron does not significantly impact the ionic positions,
resulting in displacements <0.01 A. Indeed, the treatment of
extra electrons in standard DFT results in too little change to
the system when compared with any of the other systems,
instead giving a result suggesting the electrons and vacancy
interact only a little.

The orbital-resolved DOS shows that both the eg and 72g
complexes have a midgap state at 1.35 eV, while both the
semilocalized and delocalized systems possess no midgap
state (Fig. 3). These midgap states show the polaronic nature

of the defect, composed of unpaired electrons (see the insets
of Fig. 3) of primarily one orbital character, eg in the eg
complex and ¢#2g in the 2g complex. On the other hand, there
is no difference between the spin-up and spin-down DOS
of the semilocalized and delocalized systems, showing that
these oxygen vacancy systems do not have polarons present
as all electrons are paired. Instead, states appear in the semilo-
calized system at the CBM, and little change occurs in the
electronic structure of the delocalized system.

A comparison of the orbital character of the midgap states
in the eg and #2g complexes indicates that the primary elec-
tronic difference between them is the orbital that the polaron
occupies, showing PVIs can cause a shift in the energy of the
orbitals at the nearest-neighbor ion site hosting the polaron.
That is, the eg orbitals composing the midgap state in the
eg complex may be found in the conduction band of the #2g
complex DOS (see the black arrows in Fig. 3), and vice versa.
In the r2g complex, this produces an energetically unfavorable
result (Table I), meaning that a shift of the eg orbitals to lower
energy than the ¢2g orbitals on the polaron site is the correct
physical picture of the system. This suggests how the orbital
degree of freedom may be affected by defects.

Despite the similarity between the charge densities of the
semilocalized system and the eg complex, the spin-resolved
DOS (insets in Fig. 3) shows that the two are electronically
quite different. The semilocalized case lacks a midgap state;
instead, all the electrons are paired, and the states added at the
CBM partially occupy both the up and down spin channels.
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FIG. 3. The pDOSs of the eg complex, the 12g complex, the
semilocalized system, and the delocalized system are shown. Each
inset figure is from 1.0 to 2.2 eV, and the data therein are separated
by a spin channel into positive (spin-up) and negative (spin-down).
All pDOSs are in arbitrary units, and arrows are added for ease of
discussion.

Furthermore, this state is found to originate from several or-
bitals across both Ti and O species, consistent with a lack of
spin density (i.e., all electrons are paired) and a charge density
spread between several sites. Therefore, the charge density
change for the semilocalized system is not representative of
a polaron like those of either complex. Still, the semilocalized
state is found to be more energetically favorable than the t2g
complex (Table I), even though a polaron is found to be more
energetically favorable than a delocalized electron in the bulk.
A vacancy, therefore, appears to interfere with the stability of
the #2g polaron and increase the stability of the eg complex
by lowering the energy cost of distorting the lattice into the eg

complex configuration, which increases the cost of distorting
the lattice into the 2g complex configuration.

The standard DFT level of theory is shown to have a
drastically different description of the electronic structure
of the Vg system, resulting in an unphysical picture of the
charge-vacancy interaction (Fig. 3). The delocalized system is
hallmarked by both the lack of a midgap state and delocaliza-
tion of the charge across the supercell used in the calculation
(Fig. 2), which is reflected in the orbital-resolved DOS by the
delocalization of the added electron across many sites, and
both spin-channels. Therefore, we find that the standard level
of DFT, even with finite-size corrections as in this work, is
not adequate for describing the lowest energy state of the Vg
system.

C. Bulk polaron, Ti’ %

To compare with the complexes and previous literature, we
carried out bulk polaron calculations. In Fig. 4(a), the spin
density matches the 3D cloverlike structure of a ¢2g orbital
in the plane of the Ti-ion layer. The ionic displacements near
the polaron show the nominally Pb’* ions moving toward it
by 0.027 A, while the O ions move away by ~0.06 A, and
no displacement occurs at all on the host Ti-site. This results
in Ti-O bond lengthening of 0.061 A in the x-y plane and
0.065 A in the z plane. The spin and charge density shows
the bulk polaron contains the same orbital structure as the
t2g complex, where charge density is lost along the bonding
directions near the polaron site and gained in the cloverlike
pattern found in the spin density figure [Fig. 4(a)]. This is
consistent with the bond lengthening found in the ionic dis-
placements. Analysis of the electronic structure of the bulk
polaron [Fig. 4(b)] reveals the addition of a midgap state at
1.3 eV, relative to the pristine system. The midgap state is
primarily of t2g character, and the states are contributed by
a single Ti-site. As expected, the delocalized system lacks this
state, and instead only shows small changes made at the CBM,
relative to the pristine system. Overall, we find the character of
the bulk self-trapped electron polaron in PTO to be a localized
t2g state with INN oxygen ions displacing away from the
polaron. These calculations show good agreement with hybrid
functional calculations of Ghorbani et al. [12] concerning the
structure, polaron shape, and polaron trapping energy (see
Sec. 4.0 of the SM).

Comparing the bulk polaron with the 12g complex reveals
that the ionic displacements, spin density, and charge densities
are virtually identical [Figs. 2 and 4(a)]. The ionic displace-
ments have the same pattern in both systems, where the INN
O-sites displace outward from the polaron Ti-site, while the
polaron site itself displaces only negligibly. The charge and
spin densities reveal the same clover pattern of a #2g orbital in
both systems as well. It appears the 12g complex is essentially
the bulk polaron configuration placed at the 1NN Ti-site of
the vacancy. This, however, becomes energetically unstable
near the vacancy and prefers to reorient into the eg complex
configuration (Table I). Furthermore, the #2g complex (Fig. 3)
and bulk polaron [Fig. 4(b)] midgap states have a nearly
identical structure at the same energy relative to the VBM
(localization into the up or down spin channels is equivalent
herein). However, a key difference is the eg orbital states found

094406-6



TREATING INTERACTIONS BETWEEN POLARONS ...

PHYSICAL REVIEW MATERIALS 8, 094406 (2024)

(2 Bulk Polaron (b) (©)  Standard DFT+U
® . © . o 100 o6 1o N N 4 - 4
‘ ® Ph-6p ‘ | ‘
] 801 @ Ti-3dy, - J‘ — —F Sia e +
| F 601 \eo-2 B [~ - b~ -
2 ° 1 = i EA,\”“[ & ‘ﬂ L
‘B b ® [ 2 40l Al a A T |
2 | £ a0 ‘ ‘
5 el A - = E1D & @ V ¥ .
.8 10 < ‘%/A\JQ\ —_—— . e =
) ° ? - 2 100 " O . 3 | . .
——— ,,,,,%o,\,,:;:gg;,ﬂﬁon\,:,,g::::::v 80 . (d)
° ° E 601 ,//\/
o ° 2 0 _
£ 401 \\\/\ z
=] -5 ;E
204
-10 1
2 10 -
] 4
g o 59 804
o) 57
60 -
g\)b % 0 T 60 0
o 2 ]
g 40 g 40
S -5 1 K -5+
) M N
-10 +— . -10 +— A

2.0 25 3.0 35 D—LO 0.5 0.0 05 1.0 1.5 2.0 25 3.0 35

Fermi

FIG. 4. (a) The spin density and ionic displacements of the bulk polaron are shown on the top, while the charge density difference generated
by the polaron is shown on the bottom. (b) The orbital-resolved DOS for the bulk polaron, the delocalized system, and the bulk system are
compared with an inset displaying spin-polarized data for a region of the band gap and CBM. (c) The spin density and ionic displacements
of a 42 charged oxygen vacancy are shown on the left for standard DFT (Standard) and on the right for DFT + U (DFT + U). (d) The
orbital-resolved DOS of the +2 charged vacancy species is shown for the DFT + U (upper) and standard DFT (lower) levels of theory. All
pDOS are in arbitrary units, and all spin/charge density figures are constructed the same as in Fig. 2.

just within the conduction bands of the r2g complex (see the
black arrows in Fig. 3), which are from the 1NN Ti-ion where
the polaron is localized. That is, the eg orbitals composing
the midgap state of the eg complex are not present near the
CBM of the bulk polaron, but they are present in the r2g
complex. This is due to the removal of an oxygen ion, which
would lower the energy of the INN Ti eg orbitals by providing
additional space to accommodate a polaron.

D. Oxygen vacancies in the bulk

As a reference, we perform simulations of an oxygen va-
cancy in the bulk using standard DFT and DFT + U. The
difference between the ionic structures and spin densities of
the +2 charged vacancy species calculated by standard DFT
and DFT + U is very small [Fig. 4(c)]. The spin densities
in both cases are on the order of <107~ /A3, which is
essentially negligible since all electrons are paired together.
The ionic displacements near the vacancy are also nearly the
same, the largest difference being the 1NN Ti-site moving
slightly further in the standard DFT case, and 1NN O-sites
moving slightly further in the DFT + U case. Essentially, the
INN Ti- and Pb-sites move away from the vacancy, while the
INN O-ions move toward it. Furthermore, the charge density
figures for both the standard and DFT 4 U cases reveal that
the charge density change is delocalized across the ionic sites
surrounding the vacancy itself, rather than appearing to be
confined to a particular orbital. In fact, it is known that the
standard DFT obtains delocalized solutions for systems it

considers, and is not suitable for calculating polarons as a
result [1].

Despite the similarity in the formation energy and ionic
structures, there are significant differences between the elec-
tronic structures for the DFT + U and standard DFT cases.
In the DFT + U case, the conduction-band edge is pushed to
higher energies and is composed mostly of 2g states, increas-
ing the band gap by nearly 1 eV compared to the standard DFT
case. This still gives a band gap of 1.6 eV, which has better
agreement with the experimental value of 3.6 eV [11], but still
significantly underestimates it. However, the underestimation
of the band gap using a U parameter is expected and does not
impact the validity of the results calculated for the polarons
(see Sec. 6 of the SM [30] for discussion on the band gap and
charge transfer levels). In the standard DFT case, the states
composing conduction bands spread out to lower energies,
and mixing between Ti-3d and O-2p increases, resulting in
a smaller band gap. This difference in the electronic structure
shows the importance of the DFT + U formalism for calculat-
ing the electronic structure of defects. However, simply using
the DFT + U formalism is not enough when subtler effects
on the electronic structure must be considered, as shown in
the sections on the polaron-vacancy complex and bulk polaron
(Secs. III B and I C, respectively).

IV. CONCLUSIONS AND DISCUSSIONS

These results contribute to our overall understanding of
PVIs in several ways. First, PVCs can be treated with

094406-7



DYLAN WINDSOR AND HAIXUAN XU

PHYSICAL REVIEW MATERIALS 8, 094406 (2024)

DFT 4+ U to achieve greater computational efficiency and
maintain accuracy compared to hybrid functionals, but they
must be treated with subtlety. We find several local minima
by varying the initial conditions in three ways: (i) Beginning
from an oxygen vacancy system with random wave func-
tions and subsequently localizing a polaron, (ii) beginning
from an oxygen vacancy system with oxygen vacancy wave
functions and attempting to localize a polaron, and (iii) start-
ing from the bulk polaron system and wave functions and
subsequently introducing an oxygen vacancy. We find that
method (i) results in the correct physical picture in PTO, giv-
ing the most energetically favorable complex with a polaron
in a first-nearest-neighbor eg orbital. Method (ii) results in a
“semilocalized” system with the added electron shared among
several ions near the oxygen vacancy, but not resulting in a
polaron. Method (iii) gives an unstable PVC, with a polaron in
a t2g orbital. We find simulating the polaron-defect complex
by first introducing the defect and allowing the polaron to
be localized starting from random wave functions is the best
method.

Second, the eg complex is found to be the most energeti-
cally stable because the vacancy acts to significantly decrease
(increase) the strain energy cost of a polaron trapped in the eg
(t2g) orbital of the nearest-neighbor Ti-ion (Table I). This is
reflected by the spin/charge density (Fig. 2), which occupies
the space left behind in the oxygen vacancy in the eg complex
but occupies the space above the vacancy in the 12g complex.
Furthermore, the displacements caused by the polaron in the
eg complex cause octahedral tilting instead of displacement
directly into the oxygen octahedra as in the t2g complex
(Fig. 2). This strain-lowering effect of the vacancy outcom-
petes the smaller electronic transition energy associated with
occupying the eg orbital instead of the #2g orbital (Table I).
Indeed, the electronic structure of the eg complex shows the
energy of eg orbitals on the INN Ti-ion lowering into the band
gap, while the energy of the #2g states remains in the conduc-
tion bands (Fig. 3). These results show that the eg complex is
the correct physical picture of the polaron-vacancy complex,
where the polaron occupies a Ti-ion eg orbital in the space
provided by the oxygen vacancy.

Third, electrons and polarons in PTO are generally at-
tracted to oxygen vacancies as all calculated binding energies
are negative (Eping, Table I). Then, comparing the bulk po-
laron and eg complex trapping energies shows that the bulk
polaron could lower its energy by binding with a vacancy to
form an eg complex. Overall, this paints a physical picture
where electrons, either itinerant or trapped, in the bulk of
PTO are attracted to oxygen vacancies that significantly lower
the strain energy of occupying the INN Ti-ion eg orbitals.
Additionally, these results appear to be general, applying not
only to other perovskites, but also to other transition-metal
oxides. For example, Janotti et al. [5] use hybrid functionals
to calculate polaron-oxygen vacancy complexes in SrTiOj3
(STO), resulting in several configurations, and polarons have
been invoked to explain the resistive switching behavior in
CeO; [4,14]. Finally, experimental results from Crespillo et al.
[37-39] showed that a luminescence peak that increased with
increasing oxygen vacancy concentration was due to a shift
from conduction electrons in #2g orbitals to a midgap state
composed of eg orbitals at the oxygen vacancy, similar to what
is predicted here for PTO.

This work lays the foundation for additional exploration of
polaron engineering in PTO and in other oxides by utilizing
strain and defects to affect polaron properties. For instance,
understanding the influence of epitaxial strain on polarons and
PVCs may lead to more precise control over polaron stability
and optical transitions.

The data used to generate the figures given in this article
are available upon reasonable request.
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