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Co-based materials have recently been explored because of their potential to realize complex bond-dependent
anisotropic magnetism. Prominent examples include Na2Co2TeO6, BaCo2(AsO4)2, Na2BaCo(PO4)2, and CoX 2

(X = Cl, Br, I). In order to provide insight into the magnetic interactions in these compounds, we make a
comparative analysis of their local crystal electric field excitations spectra via Raman scattering measurements.
Combining these measurements with theoretical analysis confirms the validity of jeff = 1/2 single-ion ground
states for all compounds, and provides accurate experimental estimates of the local crystal distortions, which
play a prominent role in the magnetic couplings between spin-orbital coupled Co moments.
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I. INTRODUCTION

The Kitaev spin liquid model has attracted the attention
of the condensed matter community already for more than a
decade [1,2]. This model of S = 1/2 spins on a honeycomb
lattice stands apart as exactly solvable, which has allowed a
great depth of understanding of the ground state and exci-
tations. Shortly after solution of the model, it was proposed
that magnetic atoms with strong spin-orbit coupling (SOC)
can realize dominant Kitaev interactions [3], with Ir4+- and
Ru3+-based compounds as the first actively studied candi-
dates [4–7]. Recently, this interest extended to high spin
Co2+ d7 compounds, because of their potential to realize
bond-dependent anisotropic exchange interactions [8–10]. In
these materials, SOC results in a jeff = 1/2 single-ion ground
state, for which a significant orbital moment affords large
anisotropies in the magnetic couplings [11–14]. Such bond-
dependent couplings can enhance quantum fluctuations, in
cases where they compete on different bonds, such as ex-
tended versions of Kitaev’s honeycomb model [2,15–17], or
other quantum compass models [18].

Interest into such effects has led to exploration of the mag-
netic properties of various materials, such as the zigzag chain
compound CoNb2O6 [19–21], the honeycomb lattice com-
pounds BaCo2(AsO4)2 (BCAO) [22,23], and Na2Co2TeO6

(NCTO) [24–26], and the triangular lattice compounds
Na2BaCo(PO4)2 (NBCPO) [27–29] and CoI2 [30]. The latter
four, which are the subject of this paper, are depicted in Fig. 1.
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For several of these compounds, there has been significant re-
cent discussion over the precise low-energy magnetic models
[31–33], which may be hard to constrain without input from a
variety of experiments.

A crucial controlling factor in all Co 3d7 compounds is the
local crystal field splitting, which results from distortion of the
octahedra, and competes with SOC to determine the specific
composition of the local moments [8,14,34]. In contrast to
the heavier 4d and 5d compounds such as ruthenates and
iridates, SOC is sufficiently weak in Co materials that even
small departures from ideal octahedral crystal fields can lead
to significant modification of the magnetic couplings. For this
reason, accurate understanding of the crystal field splitting is
important for derivation of underlying microscopic models. In
this paper, we utilize Raman scattering measurements to probe
the low-lying crystal field excitations between different spin-
orbital states in the prominently studied Co oxides depicted
in Fig. 1. Analysis aided by model calculations of the Raman
scattering intensities and energies allows us to provide precise
estimates of the trigonal crystal field strength and anisotropic
g tensors. These results provide direct rationalization of ef-
fects such as (a) the weak Ising anisotropy in NBCPO,
(b) the strong bond-independent easy-plane anisotropy in
BCAO, and (c) the near absence of XXZ anisotropy
in CoI2.

The paper is organized as follows. In Sec. II, we provide the
experimental details of the Raman scattering measurements,
as well as the modeling of the local crystal field excitations
and experimental fitting. In Sec. III we discuss the theoretical
evolution of the electronic Raman spectrum with the trigonal
crystal field. In Sec. IV, we present the Raman spectra and
fitted parameters for each compound. Finally, the results are
summarized in Sec. V.
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(a) NBCPO

(b) BCAO, NCTO (c) CoX2
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FIG. 1. Co2+ octahedra in the studied compounds showing
global cubic (xyz) and ABC coordinates. (a) Isolated triangular
lattice in Na2BaCo(PO4)2 (NBCPO). (b) Edge-sharing honey-
comb lattice in BaCo2(AsO4)2 (BCAO) and Na2Co2TeO6 (NCTO).
(c) Edge-sharing triangular lattice in CoX 2 (X = Cl, Br, I).

II. METHODS

A. Experimental details

Raman scattering measurements of Na2BaCo(PO4)2 and
BaCo2(AsO4)2 single crystals were performed using the
Jobin-Yvon T64000 triple monochromator spectrometer
equipped with a liquid nitrogen cooled CCD detector. Spec-
tral resolution was 2 cm−1 × 514.5 nm and 647 nm lines of
Ar+-Kr+ mixed gas laser were used as the excitation light.
The measurements were performed in pseudo-Brewster’s ge-
ometry using laser probe with the power of 10 mW focused
into an elliptically shaped spot of 50 by 100 µm in size.
The polarization-resolved spectra were measured from the ab
planes of the crystals in two configurations: (xx) and (xy). Po-
larizations were determined by orienting single crystals of the
measured samples in the beam in such a way that the intensity
of A1g phonons in (xy) scattering channel was minimized. For
low-temperature measurements the sample was mounted on
the cold-finger of Janis ST-500 cryostat. The presented Ra-
man response χ ′′(ω, T ) was normalized on the Bose-Einstein
factor [n(ω, T ) + 1], where n(ω, T ) = [exp(h̄ω/kBT ) − 1]−1

is the Bose occupation factor.
Raman spectroscopic measurements were performed on

single-crystal Na2Co2TeO6 where the temperature control and
applied magnetic field up to 14 T are done via a Quantum

dx2-y2 dz2

dxy dyz dxz
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e
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FIG. 2. Splitting of single-particle orbitals with octahedral and
trigonal crystal fields (SOC not included).

Design Physical Property Measurement System (PPMS). The
scattered light was collected in backscattering geometry from
the ab plane of a Na2Co2TeO6 crystal with the magnetic
field applied along the c axis (Faraday geometry) using an
unpolarized 532 nm laser focused to a (1-2)-μm-diameter spot
with the incident power of ∼1 mW. The collected signal spec-
tra were analyzed by a monochromator (SP2750 Princeton
Instruments, 1100 g/mm grating) and recorded by a liquid-
nitrogen cooled CCD (PyLoN100BR, Princeton Instruments)
with a spectral resolution of about 0.7 cm−1. The same setup
was used to perform measurements on the single crystals of
BaCo2(AsO4)2 at T = 2 K and magnetic fields H ‖ c up to
14 T.

B. Computational details

To obtain theoretical Raman intensities for the local crys-
tal field transitions, we exactly diagonalized a simplified
one-site model including H = HCFS + HSOC + HU , which is
the sum of crystal field, spin-orbit coupling, and Coulomb
terms, respectively. For the crystal field Hamiltonian, we con-
sider an ideal trigonal distortion retaining D3d site symmetry.
The Hamiltonian can be written as

HCFS =
∑

σ

c†
σ D cσ (1)

where

c†
σ = (

c†
yz,σ c†

xz,σ c†
xy,σ c†

z2,σ
c†

x2−y2,σ

)
(2)

creates an electron in one of the d-orbital (Wannier) functions.
In terms of the global cubic (xyz) coordinates defined in
Fig. 1, the CFS matrix is given by

D =

⎛
⎜⎜⎜⎜⎝

0 �2 �2 0 0
�2 0 �2 0 0
�2 �2 0 0 0
0 0 0 �1 0
0 0 0 0 �1

⎞
⎟⎟⎟⎟⎠

(3)

where �1 is the t2g-eg splitting, and �2 is the trigonal term.
The effect of these crystal field terms on the orbital energies
is depicted in Fig. 2. The SOC term is written as

HSOC = λL · S (4)

where the atomic SOC constant for Co is roughly λCo ≈
60 meV. In the analysis in Sec. IV, we let λ be a fitting
parameter, but find only small deviations from the expected
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atomic value. The Coulomb interactions are most generally
written as

HU =
∑

α,β,δ,γ

∑
σ,σ ′

Uαβγ δ c†
α,σ c†

β,σ ′cγ ,σ ′cδ,σ (5)

where α, β, γ , δ label different d orbitals. In the spherically
symmetric approximation [35], the coefficients Uαβγ δ are all
related to the three Slater parameters F0, F2, F4. In terms
of these, the familiar t2g Kanamori parameters are Ut2g =
F0 + 4

49 (F2 + F4) and Jt2g = 3
49 F2 + 20

441 F4. Throughout, we
use Ut2g = 4.25 eV, Jt2g = Ut2g/5, and F4/F2 = 5/8, which is
appropriate for 3d elements [36].

The Raman scattering intensity at frequency ω is generally
given by

I (ω) ∝ |〈n|R(ω0)|g〉|2δ(ω − En + Eg), (6)

R(ω0) =
∑

m

(êout · 	μ)|m〉〈m|(êin · 	μ)

ω0 − Em + Eg
, (7)

where ω0 is the Raman laser frequency, |g〉 is the ground state,
|n〉 is the excited (crystal field) state, and êin and êout are the
incident and scattered polarizations. Here, 	μ is the electric
dipole operator, and |m〉 are (virtual) electronic excited states
of much higher energy through which the Raman process
occurs. The largest contributions to the Raman operator R
likely include intersite d − d transitions, ligand-metal p − d
charge transfer transitions, and Co 3d − 4p transitions. In the
standard Unsöld approximation [37,38], it is assumed that the
summation can be approximated as

R(ω0) ≈ (êout · 	μ)(êin · 	μ) (8)

with electric dipole operator given by

	μ = e
∑
α,β,σ

〈dα|	r|dβ〉c†
i,α,σ ci,β,σ . (9)

The Unsöld approximation is formally justified for Em −
Eg 
 ω0, but ends up yielding accurate excitation intensities
provided ω0 is not nearly resonant with any particular state
|m〉. We take the position matrix elements between d-orbital
Wannier functions to be equal to those between equivalent
hydrogenic orbitals.

In order to estimate the crystal field terms between the
Co d-orbital Wannier functions, we performed fully relativis-
tic density functional theory (DFT) calculations at the GGA
(PBE [39]) level using FPLO [40,41]. For this purpose, we
employ a 12 × 12 × 12 grid, and crystal field and hopping pa-
rameters were extracted via Wannier fitting. For each material,
the starting geometry was taken from published crystal struc-
tures: Na2BaCo(PO4)2 [27], BaCo2(AsO4)2 [42], CoBr2 and
CoCl2 [43], and CoI2 [44]. The only exception is for NCTO,
for which we modelled the random positions of the statisti-
cally disordered Na atoms by performing calculations on five
different structures representing the breadth of possible local
geometries (see Ref. [45] for further details.) We project [46]
the resulting Kohn-Sham bands onto the Co d orbitals defined
by the cubic (x, y, z) coordinates in Fig. 1; for each material,
x̂ + ŷ + ẑ is defined to be parallel to the threefold axis, and
otherwise, x̂, ŷ, and ẑ are as close as possible to the corre-
sponding metal-ligand bond vector. Computed values of �2

TABLE I. Summary of experimental crystal field excitations,
fitted values of trigonal splitting �2 and SOC constant λ. DFT esti-
mates of �2 were obtained via projective Wannier fitting as described
in the text. All energies are in units of meV. The symmetry labels �n

refer to the Oh double group, and apply strictly only in the absence
of trigonal distortion.

Exp. Fitted
Excitation energies energies

Na2BaCo(PO4)2 j (a)
3/2 (�8) 39 39

�2(DFT) = –4.4 meV j (b)
3/2 (�8) 44 45

�2(fit) = −3.7 ± 1.47 meV j (a)
5/2 (�8) 110

λ(fit) = 62.8 ± 0.7 meV j (b)
5/2 (�8) 111 112

j (c)
5/2 (�7) 125 123

BaCo2(AsO4)2 j (a)
3/2 (�8) ∼17.5 15

�2(DFT) = +43.9 meV j (b)
3/2 (�8) 105

�2(fit) = +40 ± 0.9 meV j (a)
5/2 (�8) 143 143

λ(constrained) = 63 meV j (b)
5/2 (�8) 156 159

j (c)
5/2 (�7) 182

Na2Co2TeO6 [47] j (a)
3/2 (�8) 22 24

�2(DFT) = [2.4 meV j (b)
3/2 (�8) 69 74

to 18.5 meV] j (a)
5/2 (�8) 118 122

�2(fit) = +23.7 ± 3.6 meV j (b)
5/2 (�8) 138 132

λ(fit) = 64.4 ± 4.4 meV j (c)
5/2 (�7) 152

CoCl2 [48,49] j (a)
3/2 (�8) 29 29

�2(DFT) = –5.8 meV j (b)
3/2 (�8) 68 64

�2(fit) = +18.3 ± 2.2 meV j (a)
5/2 (�8) 119 116

λ(fit) = 63.6 ± 2.1 meV j (b)
5/2 (�8) 122 123

j (c)
5/2 (�7) 138 142

CoBr2 [50] j (a)
3/2 (�8) 33 34

�2(DFT) = –9.4 meV j (b)
3/2 (�8) 54 53

�2(fit) = +9.9 ± 1.7 meV j (a)
5/2 (�8) 115 113

λ(fit) = 63.6 ± 1.1 meV j (b)
5/2 (�8) 117 115

j (c)
5/2 (�7) 127 131

CoI2 [51] j (a)
3/2 (�8) 27 35

�2(DFT) = –21 meV j (b)
3/2 (�8) 41 47

�2(fit) = +6.7 ± 4.1 meV j (a)
5/2 (�8) 109 106

λ(fit) = 60 ± 2.3 meV j (b)
5/2 (�8) 111 107

j (c)
5/2 (�7) 118 120

are shown in Table I. As we discuss below, the DFT results
reproduce trends in �2 within families of compounds, but
do not reproduce experimental values for the halide materials
within required accuracy for modeling magnetic response. As
a consequence, experimental input is of significant value.

For the purpose of fitting experimental data, we exactly
diagonalized the one-site model for �1 = 1.0 eV, and a range
of �2 and λ values. The low-lying spin-orbit excitons are not
strongly influenced by �1, so this value is suitable for analysis
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FIG. 3. (a) Theoretical evolution of the electronic Raman scat-
tering intensity for λ = 60 meV, as a function of trigonal term �2.
Relative intensity of each peak is proportional to the area of the
circles. Results are shown for the AA polarization; the AB, and
BB polarizations are essentially identical. Coordinates are defined
in Fig. 1. [(b),(c)] Simulated spectra for �2 = ±15 meV to show
expected intensity distributions. For large |�2|, some peaks are suf-
ficiently weak as to be difficult to resolve experimentally.

of both oxides and halides. The numerical excitation energy
data was then employed to construct analytical interpolation
functions, which were fit to the experimental peak energies us-
ing Mathematica’s NonlinearModelFit function. The reported
confidence range of each fitted parameter corresponds to the
standard error estimates.

III. THEORETICAL EVOLUTION OF ELECTRONIC
RAMAN SCATTERING

In order to interpret the experimental spectra, we first
investigate theoretically the low-energy electronic Raman
scattering intensity as a function of �2, as shown in Fig. 3.
For the purpose of discussion, we take λCo = 60 meV, and
�1 = 1.0 eV, which is a realistic range.

It is useful to first consider the effects of the trigonal
distortion in the absence of SOC. The resulting splitting of
the d orbitals with �1 and �2 is shown in Fig. 2. The primary
effect of �2 is to split the t2g orbitals into e and a combina-
tions. In the limit of large positive �2 
 0, the three unpaired
electrons of the high-spin d7 configuration would nominally
reside in the dx2−y2 and dz2 orbitals and the a combination of
the t2g orbitals, as pictured in Fig. 2. Only in this limit is the
orbital angular momentum completely quenched. Otherwise,

for small |�2| � λ or �2 < 0, there remains an unquenched
orbital degree of freedom. In such case, the overall single-ion
ground state is a spin-orbital multiplet, whose precise com-
position varies with �2/λ. For all values of �2, the ground
state is a doublet. The evolution of the excitations energies to
higher lying states as a function of �2 is shown in Fig. 3(a).

In the absence of trigonal splitting (i.e., for �2 = 0), the
spin-orbital multiplets are nominally split into a j1/2 ground
state, and j3/2 and j5/2 excited states. Within the Oh double
group, the j1/2 states transform as the doublet �6 representa-
tion, the j3/2 states transform as the quartet �8 representation,
and the j5/2 states transform as �7 ⊕ �8. Note that the j5/2

states are already slightly split even in a perfect Oh symmetry.
All electronic transitions from the j1/2 to j3/2 (�6 → �8) and
from j1/2 to j5/2 (�6 → �7 and �8) are Raman active, and thus
have finite intensity. These intensities were found to depend
only weakly on in-plane polarization.

For finite �2, the symmetry is reduced to D3d or lower. All
quartets are split into doublets. In this case, it is convenient to
still refer to the nominal symmetries of the transitions within
the Oh, even though such symmetries do not apply strictly.
The particular pattern of intensities then depends on the sign
of �2, which makes Raman scattering a particularly useful di-
agnostic probe of Co(II) materials. For example, for �2 > 0,
the two j1/2 to j5/2 transitions of lower energy are anticipated
to have far greater intensity than the highest energy transition.
As a consequence, even for relatively small distortions, the
sign of �2 can, in principle, be determined spectroscopically.
In practice (as discussed in the next section), it may not always
be possible to resolve all excitations, in which case the assign-
ment of the observed transitions can still be made by referring
to the modes expected to have the highest intensities.

IV. ANALYSIS OF MATERIALS
(EXPERIMENTAL RESULTS)

In this section, we present and analyze experimental elec-
tronic Raman scattering spectra for a number of Co(II)
compounds. A summary of excitation energies and relative
intensities is given in Table I.

Na2BaCo(PO4)2. In NBCPO, the Co2+ form a triangular
lattice of isolated octahedra [27]. The material exhibits a
complex phase diagram as a function of temperature and field
[52,53] including strong magnetocaloric effects [54]. Initial
thermal conductivity measurements [28] were interpreted in
terms of gapless excitations, but more recent data [55] chal-
lenged this interpretation.

The relative geometry of neighboring octahedra in NBCPO
is the same as for third neighbors in the edge-sharing hon-
eycomb lattice compounds like BCAO, as shown in Fig. 1.
The magnetic couplings for such a geometry have been pre-
viously analyzed [34], and are anticipated to be dominated by
a single exchange process between electrons occupying the
eg orbitals, which leads to bond-independent XXZ couplings
of the form Hi j = J⊥(Sx

i Sx
j + Sy

i Sy
j ) + J||Sz

i Sz
j . Here, x and y

refer to in-plane directions, and z refers to the out-of-plane
direction. The anisotropy in both the magnetic couplings J
and gyromagnetic factors g originate from “squeezing” of
the local j1/2 moments via the trigonal crystal field �2. It
can be anticipated that �2 > 0 corresponds to XY anisotropy
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J||/J⊥ < 1 (and g|| < g⊥), while �2 < 0 corresponds to Ising
anisotropy J||/J⊥ > 1 (and g|| > g⊥). Assessment of �2 is
therefore relevant to the magnetic model.

Experimental Raman scattering spectra of
Na2BaCo(PO4)2 for polarization in the ab plane are presented
in Fig. 4. The temperature dependence of the lower energy
modes is shown in Figs. 4(a) and 4(b). Sharp features
of �-point phonons are observed in the whole measured
temperature range, while the electronic excitations between
the crystal field levels can be only observed as distinct bands
in the spectra below 50 K, owing to their high scattering by
phonons at higher temperatures [56]. These can be identified
by the strong temperature dependence of their intensity, and,
in part, from the weak polarization dependence. Figure 4(c)
shows room-temperature spectra covering the higher energy
range. Sharp phonons in this region can be identified as local
[PO4]3− bending (440 cm−1) and stretching (590, 980 cm−1)
modes (see, for example, Refs. [57–59]). Broad electronic
modes are seen at 111, and 125 meV.

We assign the crystal field transitions as follows: The nar-
rowly split lower energy pair at 39 and 44 meV are assigned as
�6 → �8 transitions (i.e., j1/2 → j3/2). On the basis of their
relative intensities, we interpret that �2 < 0. In this case, we
would expect the j1/2 → j5/2 transitions to have dominant
intensity in the two higher energy modes, nominally with
�6 → �8 and �6 → �7 symmetries. We assign the peaks at
111 and 125 meV to these transitions. In principle, another
�6 → �8 transition with very weak intensity would be ex-
pected to lie just below the 111 meV mode [see Fig. 3(b)],
but this likely overlaps with the more intense 111 meV exci-
tation and is therefore not separately distinguishable. Fitting
the excitation energies yields the experimental estimates of
�2(fit) = −3.7 meV and λ(fit) = 63 meV, which are remark-
ably consistent with the ab initio values shown in Table I.
This constitutes a very weak trigonal term, such that NBCPO
should be viewed as a nearly ideal jeff = 1/2 system. On
the basis of the fitted parameters, we compute g⊥ = 4.26
and g|| = 4.83, in excellent agreement with the experimental
values of 4.21 and 4.81, respectively, from electron spin reso-
nance (ESR) [29]. It may therefore be anticipated that NBCPO
exhibits a weak Ising anisotropy, which is consistent with
inelastic neutron scattering data [53], which provided an es-
timate of J||/J⊥ = 1.73, and showed the emergence of gapped
magnons under field. Although this degree of anisotropy may
seem large for such a weak crystal field splitting, the ratio
J||/J⊥ is theoretically unbounded [34], and much stronger
Ising anisotropies are possible for more significant distortions.
The finding that even relatively small trigonal crystal fields
with |�2/λ| ∼ 0.06 can have significant influence on the mag-
netic anisotropy highlights the importance of understanding
the local crystal field effects for interpreting the magnetic
response of Co2+ compounds.

BaCo2(AsO4)2. In BCAO, the CoO6 octahedra form an
edge-sharing honeycomb lattice [42]. The magnetic ground
state has been the subject of some discussion, with evidence
for closely related spiral and double-stripe patterns [60–62].
Under field, it exhibits a series of phase transitions [22,63,64],
which are strongly pressure tunable [65], highlighting the
sensitivity of the magnetic Hamiltonian to structural details.
The ESR response shows unusually broad features under
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FIG. 4. Experimental Raman intensities for NBCPO. The shaded
regions are CF excitations. (a), (b) Temperature dependence of spec-
tra in the range 20–600 cm−1 in xx and xy polarization, respectively.
(c) Room-temperature spectra in range 150–1200 cm−1, with local
[PO4]3− vibrations depicted.

applied field [23]. Initial neutron scattering studies [60–62]
indicated significant XY anisotropy (i.e., J⊥/J|| > 1), which
is compatible with theoretical studies [34,66,67]. A subse-
quent comprehensive neutron scattering study concluded that
a J1 − J3 XXZ exchange model with J||/J⊥ = 0.16 provided
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FIG. 5. Experimental temperature-dependent Raman intensities
for BCAO in xx polarization configuration. The shaded regions are
CF excitations. (a) Contrasting high-energy spectra at 14 and 300 K.
Local [AsO4]3− vibrational modes are indicated. (b) Low-energy
Raman spectra. Arrows indicate strongly temperature-dependent
modes, which we identify as phonons (see text).

the best explanation of the phase diagram and excitations
[33]. In this model, the bond-independent XXZ anisotropy
was found to be significantly stronger than bond-dependent
anisotropic couplings like the celebrated Kitaev coupling.
However, this model has been called into question recently,
as it was suggested that quantum fluctuations drive the model
into the adjacent ferromagnetic phase instead [68]. In order
to constrain the magnetic model, it is therefore important to
establish the microscopic parameters from experiment.

In order to identify possible crystal field excitations, multi-
ple Raman scattering experiments were performed on BCAO
at a variety of temperatures and magnetic fields. In Fig. 5(a),
we first show higher frequency zero-field Raman spectra mea-
sured with the resolution of 8 cm−1 at temperatures 300 and
14 K. Previous analysis of the phonon modes can be found
in Ref. [23]. The high-frequency region is populated by lo-
cal vibrations which can be identified as [AsO4]3− bending
(370, 450 cm−1) and stretching modes (780, 810 cm−1), in
accordance with Refs. [57,69]. The broad features at 1154 and
1260 cm−1 (143 and 156 meV) appear distinctly only at low
temperatures, and are identified as crystal field j1/2 → j5/2

excitations. These correspond to the �6 → �8 modes, which
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FIG. 6. Experimental magnetic field-dependent Raman intensi-
ties at T = 2 K for the lowest modes in BCAO in xx polarization
configuration, with B||c. (a) The shifting of the lower phonon sug-
gests a crystal field excitation in the vicinity of 17.5 meV. (b) The
absence of shifting indicates that the modes at 370/380 cm−1 are
purely phononic.

are the most intense crystal field excitations for �2 > 0 [see
Fig. 3(c)]. In principle, there should exist a higher energy
�6 → �7 excitation, but it is predicted to have very small
intensity, such that it is unlikely to be resolved in the ex-
perimental spectra. It may be noted that an additional broad
feature is observed around 1600 cm−1 (198 meV). However,
the integrated intensity and energy are both too high to corre-
spond to the highest energy j1/2 → j5/2 transition.

In Fig 5(b), we show the lower-frequency zero-field Raman
response. With lowering temperature, we observe the appear-
ance of new peaks at 150 and 380 cm−1, indicated by arrows
in Fig 5(b). Figure 6 shows magnetic field dependence of these
bands at 2 K. While the application of magnetic H ‖ c does
not affect the bands at around 380 cm−1, the lower-frequency
component of the doublet at 145/150 cm−1 shows softening
in magnetic field. This field-dependent frequency shift is un-
likely to be the consequence of pure magnetostriction effects,
because the other phonons do not shift with field.

The application of magnetic field should lead to a shift-
ing or Zeeman splitting of the crystal field excitations; the
lack of shifting identifies 370/380 cm−1 modes as phonons.
As noted above, the main phonon at 370 cm−1 is essen-
tially a local bending vibration of the [AsO4]3− ions. With
respect to the local C3 site symmetry of the arsenate ions,
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this mode transforms as a doubly degenerate E represen-
tation. There are six [AsO4]3− ions per unit cell in the
R3̄ space group, such that there are overall twelve phonon
bands in the solid state associated with this bending vibra-
tion, which should be slightly split as a result of coupling
through the Co and Ba layers. It is thus reasonable to ex-
pect multiple closely spaced peaks associated with multiple
Raman-active arsenate bending modes. In fact, the asymmetry
of the main phonon at 370 cm−1 at high temperatures suggests
that two modes resolved below about 150 K overlap at high
temperatures.

The doublet 145 and 150 cm−1 shows a distinct polariza-
tion dependence with the lower frequency band following Eg

phonon symmetry, and the higher frequency one, observed
only at low temperatures, following Ag symmetry. While both
of these bands were assigned to pure phonon contribution
[23], the sensitivity of the 145 cm−1 mode to magnetic field
suggests interpretation of this doublet in terms of vibronic
coupling or an overlap with the the lowest electronic j1/2 →
j3/2 transition that falls very near to the 145 cm−1 phonon,
but has very low natural Raman intensity because of a large
�2 > 0, see Fig. 3. As discussed below, the existence of the
lowest j1/2 → j3/2 exciton in this energy range is consistent
with the fitting of the higher energy crystal field transitions,
despite the uncertainty in its precise energy. There are then
two complementary scenarios to explain the shifting of the
145 cm−1 phonon: (a) The intensity around 145 cm−1 repre-
sents a sum of the phonon and weak CF mode; the combined
lineshape is modified by the field primarily through shifting
of the crystal field mode. (b) Coupling of the crystal field
excitation to the Eg phonon is symmetry allowed, resulting
in dynamic vibronic coupling. Vibronic interactions lead to
a distinct polarization dependence of the components [70]
and would explain the lineshape of the 150 cm−1 component,
which appears temperature independent and lower than all
other observed phonons in the spectra of these materials [23].
The component of the mixed electronic-phonon excitation,
which carries larger component of electronic wavefunction
experiences a shift in magnetic field.

For BCAO, we take a modified fitting approach, em-
ploying only the two higher energy j1/2 → j5/2 crystal field
excitations whose energies could be precisely measured. We
constrain λ = 63 meV to be consistent with the other mate-
rials, and then fit �2. The best fit is obtained for �2(fit) =
+40 meV. This value is consistent with the DFT results. In
order to further confirm the validity of the fitted parameters,
we also compute the g values. Experimental estimates are
g⊥(exp) ∼ 5.0, and g||(exp) ∼ 2.5 to 2.7 [33,62]. Our fitted
values for �2 and λ yield theoretical estimates of g⊥ = 5.1
and g|| = 2.4, which are fully consistent with the experi-
ments, validating the fitted values. On the basis of the fit,
we would predict an additional intense electronic transition
at ∼105 meV that happens to overlap with the [AsO4]3−
stretching vibrations, which explains why it is not separately
resolved. We also estimate the lowest j1/2 → j3/2 transition
to have an energy of ∼15 meV, which indeed places it in
the correct energy range to contribute to the intensity around,
or couple to, the 17.5 meV (145 cm−1) phonon. Intensity
was also previously observed in this energy range in neutron
scattering [33].
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FIG. 7. Raman spectra measured on Na2Co2TeO6 at 5 K and
magnetic field at 0 T (black) and 14 T (red). The black arrows
and insets show the Raman peaks that are broadened upon applying
magnetic field to 14 T. Data is not polarized.

While the j1/2 ground-state doublet moments remains suit-
able at low energies, the fitted crystal field of �2/λ ∼ 2/3
is quite large in BCAO. This naturally explains and confirms
the assertion of Ref. [33] that the dominant form of exchange
anisotropy is a bond-independent easy ab-plane anisotropy.
It should be emphasized that the lowest j1/2 → j3/2 crystal
field excitation being at ∼15−18 meV places it just above
the highest energy one-magnon excitation at the zone edge.
Particularly at high field, the magnetic and electronic ex-
citations may therefore overlap. This may be an important
consideration for future attempts to refine the magnetic model
for BCAO on the basis of fitting neutron scattering data, since
level repulsion between the magnetic and electronic modes
may significantly alter the magnon dispersions.

Na2Co2TeO6. In NCTO, the CoO6 octahedra also form
an edge-sharing honeycomb lattice. The majority of samples
studied (and the ones employed in the present measurements)
are found to be in the hexagonal P6322 space group. The
magnetic ground state has also been extensively discussed,
with leading candidates being zigzag antiferromagnetic order
[24,71,72], and a triple-Q state comprised of a superposition
of zigzag wavevectors [26,47,73]. The material exhibits a
complex field-temperature phase diagram [74–78] with mul-
tiple magnetic and/or structural transitions, showing distinct
signatures in, e.g., ESR [78] and thermal transport [79–81].
However, interpretation of these results is complicated by sig-
nificant disorder in the interlayer Na positions [82,83] (which
may be partially mitigated in the monoclinic polymorph [84]).
This disorder likely induces a significant randomness in
the local crystal fields, which manifests as a rich magnetic
excitation spectrum particularly at high fields because of
randomness in the g tensors [45]. Similarly, we expect that
disorder may lead to broadening and anomalous lineshapes
of the crystal field excitations in NCTO. As such, fitting the
spectra produces an approximate model accounting only for
the average trigonal distortion.

Figure 7 shows low-temperature NCTO Raman spectra. In
order to better distinguish possible crystal field excitations,
we applied an out-of-plane magnetic field of 14 T, and com-
pare the spectra at zero field. This field is well below the
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out-of-plane critical field, so that any field-induced changes
cannot be associated with magnetostructural phase transitions.
With consideration of the random g tensors for the ground and
excited states, it is expected that random Zeeman splitting
under applied field will lead to a broadening of any mode
primarily of electronic origin. Indeed, there are three exci-
tations at 21.5, 68.9, and 137.9 meV with intensity strongly
suppressed by the magnetic field—which distinguishes these
modes from the phonons. In addition, a broad band is ob-
served at about 118 meV, as previously reported [47]. The
lowest energy mode at 21.5 meV is in agreement with
previous infrared measurements [45] and inelastic neutron
scattering [25]. It is identified as the lower energy j1/2 → j3/2

mode. We identify the high-energy peaks at 118 and 138 meV
as j1/2 → j5/2 modes. The origin of the intense mode at
69 meV is not completely clear; the strong magnetic field
dependence suggests that a crystal field excitation is likely
buried under the prominent phonon peak. Indeed, it falls in an
expected range for a crystal field excitation; for the purpose of
fitting, we tentatively identify 69 meV with the higher energy
j1/2 → j3/2 mode.

Fitting these peak energies yields an experimental estimate
of �2 = +23.7 meV and λ = 64.4 meV. In reality, the local
Co environments in NCTO are lower symmetry than sug-
gested by a purely trigonal crystal field owing to the interlayer
Na disorder. The estimated range of off-diagonal contributions
to the crystal field from DFT is 2.4 to 18.5 meV, which is
somewhat smaller than the fitted value. However, it is clear
that the average effective trigonal term is smaller in magnitude
for NCTO in comparison with BCAO.

Amongst the honeycomb oxides, we anticipate that the
sister compound Na3Co2SbO6 (NCSO) [85–88] may be a
more ideal platform than BCAO and NCTO for observing the
effects of bond-dependent anisotropic exchange. NCSO is not
subject to the Na disorder present in NCTO, and the lowest
spin-orbit exciton lies above that of NCTO [25], implying
a weaker trigonal field. A recent x-ray dichroism study [89]
constrained �2 for NCSO to be in the range +12 to +20 meV.
A future Raman study could provide tighter constraints.

CoX 2. Finally, for completeness, we place previously stud-
ied CoX 2 materials (with X = Cl, Br, and I) in context with
the oxides studied in this paper. The CoX 2 family all crys-
tallize in an edge-sharing triangular lattice. Of these, CoCl2

and CoBr2 order ferromagnetically in the 2D planes, with
moments oriented preferentially in the planes, suggestive of
XY-like anisotropy [90]. Early ESR [91] inelastic neutron
scattering investigations [92,93] suggested J||/J⊥ ∼ 0.15 −
0.4 for CoCl2 and J||/J⊥ ∼ 0.4 CoBr2. CoI2 adopts a spiral
magnetic order, also with moments primarily oriented in-
plane [30,94]. A recent investigation [30] revealed significant
bond-dependent anisotropic exchange, in addition to weak
global XXZ anisotropy, with J||/J⊥ ∼ 0.95, suggesting CoI2

to have the weakest trigonal effects. The bond-dependent ex-
change was particularly implicated to explain strong magnon
decay effects. Spectroscopic confirmation of these trends is
relevant for solidifying this interpretation.

For the electronic Raman scattering, we consider previ-
ously reported data from Refs. [48–51] within our fitting
scheme. In these studies, the majority of peaks could be
clearly resolved, in part because of a sparser phonon spectrum.

A similar analysis of the crystal field was performed in these
studies, but is repeated here for comparison with the oxide
materials. On the basis of reported intensities, it is clear that
all CoX 2 materials have �2 > 0. In particular, the experi-
mental fits yield �CoCl2

2 = +18.3 meV, �CoBr2
2 = +9.9 meV,

and �CoI2
2 = +6.7 meV. These trends are in full agreement

with the trends in reported XY anisotropies, demonstrating
the utility of electronic Raman scattering. On the basis of the
fitted values, we also computed the g tensors. For CoCl2, we
estimate g|| = 3.0, g⊥ = 5.1. For CoBr2, we estimate g|| =
3.6, g⊥ = 4.9. For CoI2, we estimate g|| = 3.8, g⊥ = 4.8.
These are in essential agreement with the limited experimental
values: g⊥ ≈ 5.3 for CoCl2 and g⊥ ≈ 4.91 for CoBr2 [51].

We note that the experimental �2 values are in stark con-
trast with the DFT results, which preserve the experimental
trend �CoCl2

2 > �CoBr2
2 > �CoI2

2 , but find the opposite sign of
the trigonal term for all materials. As a consequence, while
DFT performs adequately for the oxides, it is not reliable for
estimating the crystal field terms for the halides.

V. DISCUSSION

In this paper, we have made a comprehensive study of the
spin-orbital excitons in a series of Co2+ materials of interest
as quantum magnets, with a view to refine model parameters.
Overall, the results emphasize the need to understand the local
single-ion effects, which compete strongly with spin-orbit
coupling to define the ultimate magnetic couplings between
j1/2 moments. The main conclusions are as follows:

(i) For NBCPO, the trigonal splitting is experimentally
found to be very weak and negative, which is consistent
with the observed weak Ising XXZ anisotropy of the inter-
site magnetic couplings [53]. Here, it may be noted that the
mechanisms potentially leading to bond-dependent couplings
in edge-sharing materials do not apply to the isolated oc-
tahedra in NBCPO. As discussed in Ref. [34], there is one
dominant magnetic exchange between eg electrons for which
crystal field effects are the only significant source of magnetic
anisotropy.

(ii) BCAO has the largest trigonal crystal field term of the
studied materials; it is likely sufficiently large to place the
material on the edge of inapplicability of the j1/2 picture. That
is, the lowest crystal field excitation likely appears close in
energy to the highest magnon. This may be relevant for precise
modeling of the dispersion of the magnetic excitations. From
analysis of the crystal field excitations, one should expect a
strong bond-independent XY-anisotropy, which is compatible
with the model discussed in Ref. [33].

(iii) For NCTO, we find that the nominal trigonal term
is smaller in magnitude than BCAO, but DFT calculations
suggest that disorder in the Na positions also likely contributes
to a large randomness in the crystal field.

(iv) Of all the materials considered, CoI2 has the smallest
trigonal perturbations, and thus the most ideal j1/2 moments.
Given the edge-sharing bond geometry, it represents the
most ideal platform for studying bond-dependent anisotropic
exchange in Co2+ materials, because the additional crystal-
field-induced anisotropies are minimized. However, despite
evidence for such bond-dependent couplings, Ref. [30]
has suggested the largest nearest-neighbor interaction is a
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ferromagnetic Heisenberg coupling. This finding fits well
with the emerging picture of edge-sharing Co2+ materials.
The nearest-neighbor couplings are ferromagnetic, with a
bond-independent anisotropy set by the crystal field. The well-
studied bond-dependent anisotropic terms [11–13,34], such as
the Kitaev interaction, are subleading. SOC of the ligands may
induce additional anisotropies for exchange processes involv-
ing eg electrons [95,96], but in the case of CoI2, these appear
to also be subleading. It will be interesting to further explore
the balance of contributions in CoI2, but the overall correspon-
dences between the experimentally derived exchange models
and crystal field excitations are consistent with this picture
across multiple materials.

(v) While the DFT (PBE + Wannier fitting) estimates of
the crystal field terms were remarkably accurate for the oxides
studied, the experimental values were not accurately repro-
duced for the Co-halide materials. While it may be possible
this discrepancy can be fixed in the future by judicious choice
of DFT methods, it is highlighted here as a consideration
for future ab initio studies. The magnetic couplings are suf-
ficiently sensitive to small variations in the single-ion terms
that the accurate modeling of the crystal field is a necessity
for accurate description of the magnetic model.

Overall, Raman scattering is a key diagnostic tool for quan-
tum magnets with complex spin-orbital structures. Careful

consideration of the crystal field (spin-orbital) excitons—their
relative Raman intensities and energies—provides insight into
the local single-ion terms, which play a dominant role in
several Co2+ materials.
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