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Oxygen vacancies play a key role in many energy-related applications, and the investigation of the ther-
modynamic forces driving their formation across different materials can be tackled through the use of ab
initio methods. In this context, however, computational studies targeting finite-temperature properties such as
entropy remain scarce. Wider-ranging studies are of interest to deepen the understanding of the role of the
entropy of oxygen vacancy formation and its different components in processes like the ones involved in solar
thermochemical hydrogen (STCH) production, and to investigate the existence of common trends and differences
between materials. In this work, we use density functional theory and harmonic phonon calculations to compute
the vibrational entropy of oxygen vacancy formation (�Svib) for 10 different metal oxide compounds. The
computation is carried out by taking the difference between the vibrational entropy of a vacancy-containing
and a pristine structure, while the entropic contribution from the final gaseous state of the oxygen lost from
the material is accounted for separately with a gas entropy term. We first examine the temperature dependence
of �Svib and highlight the presence of an initial peak around room temperature, followed by a steady decrease
resulting from the presence of an additional O atom (the one becoming vacant) in the defect-free structure. We
then inspect the atomic contributions to �Svib, and highlight similarities and differences between compounds.
Finally, we consider other significant sources of entropy, and find �Svib to provide a smaller, yet non-negligible,
contribution to the total entropy of vacancy formation. We also compare the temperature dependence of �Svib to
that of the gas entropy, and show that the two largely counterbalance each other at high temperatures.
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I. INTRODUCTION

The formation of oxygen vacancies can have favorable
effects for various technologies. Oxygen off-stoichiometry
can be advantageous for applications such as photocatalysis
[1] and piezocatalysis [2]. In solar-thermochemical hydrogen
(STCH) production, the presence of oxygen loss plays a fun-
damental role, with typical two-step cycles relying on oxygen
release at higher temperature to then harvest H2 upon flowing
water vapor in the oxygen-deficient material at lower temper-
atures [3–7]. Analogous processes relying on oxygen loss for
a two-step reduction-oxidation reaction also find applications
in air separation [8] and splitting of CO2 into CO and O2

[5–7,9,10]. Depending on the technology of interest, target
value ranges for the enthalpy and entropy changes involved
in the reduction reaction can be identified for the relevant
operating conditions [11], and utilized to guide material se-
lection. The energies of oxygen vacancy formation can also
be employed to vet candidate materials for applications such
as solid oxide fuel cells (SOFCs) [12–14], where oxygen
vacancy concentration and mobility determine the diffusion
of oxygen ions in the cathode.

Ab initio methods can often represent useful tools for
studying materials on a large scale, exploring potential trends
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and accelerating materials discovery and selection. Several
density functional theory (DFT) studies have been dedicated
to the computation of oxygen vacancy formation energies
(�Evf), covering a range of different structure types and a vast
array of compositions [15–19]. The availability of sizable data
sets of �Evf calculations has then offered the possibility of
uncovering trends across materials and developing predictive
models [15–17,19–21], presenting an even larger potential for
materials investigation.

Finite-temperature properties such as the nonconfigura-
tional entropy of oxygen defect formation, however, remain
less studied on a computational level. Naghavi et al. [22]
examined the entropic contribution originating from the cou-
pling between orbital and spin angular momenta in lanthanide
ions, finding the reduction of Ce4+ ions to result in an ex-
ceptionally large value compared to all the other lanthanide
atoms, and uncovering a particularly significant contribution
to the large entropy of reduction of Ceria, the benchmark
material in STCH [23,24]. The solid-state entropy of reduc-
tion of Ceria was also at the center of a study by Gopal
and van de Walle [25], who computed configurational and
vibrational entropic contributions through cluster expansion
Hamiltonian-based Monte Carlo simulations. While still in-
vestigating defect formation in Ceria, Grieshammer et al. [26]
targeted the vibrational component alone, examining multiple
types of defects including O vacancies. Similar small-scale
studies examining the vibrational entropy of O vacancy for-
mation in a specific material of interest have been conducted
for a limited number of metal oxide compounds (see, e.g.,
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Refs. [27,28]). Wider-ranging studies than the ones present
in the literature are of interest to deepen the understating of
the role of the solid-state vibrational entropy of O vacancy
formation in processes like the ones involved in STCH, and to
investigate common features and differences between materi-
als.

In this study, we examine the change in solid-state vibra-
tional entropy involved in the formation of oxygen vacancies
(�Svib) in 10 different metal oxide compounds, crystallizing
in different structure types: perovskite, double perovskite,
hexagonal “LuMnO3”-type, and pyrochlore. We consider the
formation of neutral oxygen vacancies, where the final state
of oxygen is accounted for with a gaseous entropy term,
discussed in the last section of the text. We both highlight
common features in �Svib between the compounds examined,
such as the trend with temperature, and we identify signif-
icant differences, such as the contributions from the cations
neighboring the vacancy. Examining the mechanisms leading
to positive or negative contributions to �Svib, we find the
lengthening of the bonds between the reducing cations and the
neighboring oxygen atoms to lead to an increase in vibrational
entropy. We also connect the loss of the O atom with a steady
decrease in �Svib at higher temperatures. Finally, we compare
the change in solid-state vibrational entropy to other signifi-
cant contributions to the total entropy of vacancy formation,
namely the gas entropy of O2 and the configurational entropy,
finding �Svib to play a smaller but non-negligible role.

By computing and analyzing the vibrational entropy of
defect formation of multiple compounds, the present work al-
lows to draw comparisons of this quantity across compounds,
and with other entropic contributions. The text is divided as
follows: we first examine the trends in the vibrational entropy
of O vacancy formation with temperature in Sec. III A, we
then investigate contributions from different atoms in the com-
pounds in Sec. III B, we explore the influence of Hubbard U
in Sec. III C, and we consider other sources of entropy in the
vacancy formation reaction in Sec. III D.

II. METHODS

All DFT calculations in this work have been conducted
using the Vienna ab-initio simulation package (VASP) [29,30],
with projector augmented wave (PAW) potentials [31] and
the Perdew-Burke-Ernzerhof (PBE) [32] generalized gradient
approximation (GGA) for the exchange-correlation func-
tional. A plane-wave cutoff energy of 520 eV was employed,
with a gamma centered k-point grid with a density of at
least 8600 points per reciprocal atom, and spin polarization
was applied with a ferromagnetic configuration, initializing
magnetic moments to 5μB. Self-consistency was achieved
when energies of subsequent iterations differed by less than
10−6 eV/cell, and ionic relaxation was performed until forces
were found to be below 0.001 eV/Å. The over-delocalization
of electrons in compounds containing 3d transition metals due
to the residual self-interaction present in exchange-correlation
functionals [33–37] was treated through the addition of a
Hubbard-like potential to the energy functional [38]. Results
in Secs. III A and III B are presented for a constant value
of U = 4 eV for all compounds, but the effect of utilizing
different U values is explored in Sec. III C.

Phonon dispersions were calculated by means of the finite-
difference method as implemented in PHONOPY [39], where
the vibrational entropy is computed as follows:

Svib(T ) = 1

2T

∑
qν

h̄ω(qν) coth

(
h̄ω(qν)

2kBT

)

− kB

∑
qν

ln

[
2 sinh

(
h̄ω(qν)

2kBT

)]
. (1)

The solid-state vibrational entropy of vacancy formation
�Svib (per O vacancy) was calculated by computing the
difference in vibrational entropy between the pristine and
vacancy-containing cell, which for an AxByOz compound can
be expressed as

�Svib = Svib(AxByOz−δ ) − Svib(AxByOz ), (2)

where Svib(AxByOz−δ ) is the vibrational entropy of the defect-
containing cell (containing one O vacancy), and Svib(AxByOz )
is the vibrational entropy of the defect-free cell, both of
which are calculated from structures where both volumes and
atomic positions are allowed to relax (specifically, the defect-
containing structure is obtained by performing a standard
relaxation after introducing a vacancy in the relaxed pristine
cell). The two cells (pristine and defect-containing) have a
different number of atoms, i.e., the pristine cell contains one
more oxygen atom (the one becoming vacant) compared to
the defect-containing one. The entropy of the final state of
the O atom becoming vacant is accounted for through the
gas entropy term discussed in more detail in Sec. III D. Note
that, while the vibrational entropy of vacancy formation is
a function of temperature, we refer to it as �Svib instead of
�Svib(T ) for short in many instances in the text. The units of
�Svib utilized in the text are Boltzmann constants per oxygen
vacancy.

�Svib was computed for 10 different compounds: the
orthorhombic perovskites LaMnO3, CaMnO3, YFeO3, and
LaFeO3, the B-site ordered double perovskites Sr2MnTiO6

and Ca2MnTiO6, the “LuMnO3”-type compounds YMnO3,
HoMnO3, and LuMnO3, and the pyrochlore Lu2Mn2O7 (see
Fig. S1 for visual representations of structures). This study
aims to investigate the vibrational entropy of oxygen vacancy
(VO) formation associated with more dilute vacancy concen-
trations, within a reasonable computational cost. For each
compound, defective structures were obtained by introducing
an O vacancy in supercells of, respectively, 80 atoms for
perovskite oxides, 90 atoms for “LuMnO3”-type compounds,
and 88 atoms for pyrochlore oxides. The above cell sizes
correspond to, respectively, ∼2.1% of O atoms being vacant in
perovskites (corresponding to a nonstoichiometry δ ∼ 0.063
in ABO3−δ), ∼1.9% of O atoms being vacant in “LuMnO3”-
type compounds (δ ∼ 0.056 in ABO3−δ), and ∼1.8% of O
atoms being vacant in pyrochlore compounds (δ ∼ 0.125 in
A2B2O7−δ). 1×2×1 supercells of the 80-atom cells (where
the b axis is shorter than the a and c axes before doubling)
were constructed for phonon calculations of perovskite ox-
ides, such that phonon calculations were conducted with cell
dimensions �10 Å along all directions for all compounds. The
supercells used have the largest dimensions that could be con-
sidered at a reasonable computational cost while maintaining
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similar sizes along the three spatial directions. A compound
(HoMnO3) was selected to investigate the effects of doubling
the size of the phonon supercell in both the pristine and the
defective cell, displaying a change of less than 0.1kB (per
O vacancy) in the vibrational entropy of vacancy formation
(see Fig. S2).

In Sec. III A, in order to investigate the effect of temper-
ature on the contribution from different frequencies to the
total vibrational entropy of VO formation, we compute the
running integral of the solid-state vibrational entropy of O
vacancy formation, �Svib(ω, T ). This quantity is computed
by only integrating the entropy up to a frequency ω [with
�g(ω) indicating the density-of-states difference between the
defective and pristine structures]:

�Svib(ω, T ) =
∫ ω

0

{
h̄ω

2T
coth

(
h̄ω

2kBT

)

− kB ln

[
2 sinh

(
h̄ω

2kBT

)]}
�g(ω)dω. (3)

Including all frequencies in the running integral yields the
total entropy �Svib.

In Sec. III D, other contributions to the total entropy of VO

formation are examined. As mentioned, �Svib only accounts
for the change in the solid-state vibrational entropy (at the
harmonic level) of the metal oxide upon introducing an O
vacancy, and it is calculated as the difference in vibrational
entropy between two cells with a different number of atoms
(specifically, one less O atom in the defect-containing cell).
The vibrational entropy of O in its final gas state is accounted
for (alongside other relevant contributions arising from, e.g.,
translational and rotational degrees of freedom) in the gas
entropy term, which can be extracted from tabulated standard
values [40] (see the relevant discussion in Sec. III D). We note
that the NIST-JANAF tables [40] are constructed including,
in addition to the translational, rotational, vibrational, and
electronic components, an anharmonic correction. This anhar-
monic correction, which in any case has a very limited impact
on the total entropy of molecular oxygen, is excluded in this
text for coherence with the harmonic treatment utilized in our
calculations. The total entropy of O vacancy formation can
then be calculated as

�Stot = �Svib + 1/2S(O2) + �Sother, (4)

where 1/2S(O2) represents the gas entropy contribution, and
�Sother accounts for contributions to the total entropy of VO

formation other than the change in solid-state vibrational
entropy and the gas entropy. For the compounds examined
in this text, we consider the main contribution to �Sother to
be from the configurational entropy, as discussed further in
Sec. III D, but other sources of entropy, such as electronic [22]
and magnetic can also contribute to the total entropy of VO

formation. The units of the entropy of oxygen gas utilized in
the text are Boltzmann constants per atom.

In multiple parts of the discussion, we examine the
high-temperature classical behavior of various entropic con-
tributions. The relevant expressions are discussed in the next
paragraphs.

The integrand (excluding the density of states) of the vi-
brational entropy in the high-T limit can be expressed as

(leveraging series expansion) [41]

h̄ω

2T
coth

(
h̄ω

2kBT

)
− kB ln

[
2 sinh

(
h̄ω

2kBT

)]

= kB

(
h̄ω

kBT

1

e
h̄ω

kBT − 1
− ln

(
1 − e− h̄ω

kBT

))

� ln

(
kBT

h̄ω

)
+ 1. (5)

Consequently, the vibrational entropy of vacancy formation
can be simplified to

�Svib � kB

∫ ∞

0

[
ln

(
kBT

h̄ω

)
+ 1

]
�g(ω)dω

� −kB

∫ ∞

0
ln(h̄ω)�g(ω)dω + 3kB ln(T )

+ 3kB[ln(kB) + 1]. (6)

Therefore, at higher temperatures, the temperature depen-
dence of �Svib is captured by the term �ST -dep

vib = 3kB ln(T ),
and the differences between compounds are captured by the
term �ST -ind

vib = 3kB[ln(kB) + 1] − kB
∫ ∞

0 ln(h̄ω)�g(ω)dω.
The classical expression for the translational contribution

to the entropy of one mole of O2 gas is given by the Sackur-
Tetrode equation [42]:

Str(O2) = kBNA

[
ln

(
V

NA

(
2πmkBT

h2

)3/2
)

+ 5

2

]
, (7)

where, at standard state pressure, V = NAkBT/p0. Treating
the O2 molecule as a rigid rotor, the rotational contribution
(per mole) to the gas entropy can be expressed as [42]

Srot(O2) = kBNA

[
ln

(
T

2�R

)
+ 1

]
, (8)

where �R = l2

8π2IkB
, with the moment of inertia I = μl2 (μ

indicating the reduced mass and l the bond length of the O2

molecule). A harmonic treatment of the vibration of O2 then
leads to the term [42]

Svib(O2) = kBNA

(
�V

T

1

e�V /T − 1
− ln(1 − e−�V /T )

)
, (9)

where �V = h̄ωV /kB (ωV indicating the harmonic vibrational
frequency of the O2 molecule). Expressing the (per mole)
oxygen gas entropy as a sum of the above contributions and a
term accounting for the multiplicity of the triplet ground state,
and simplifying the expression for the vibrational contribution
analogously with the high-temperature treatment of �Svib out-
lined in the previous paragraph, we obtain

1

2
S(O2) = kBNA

[
9

4
ln(T ) + 1

2
ln

(
3(2πm)3/2k5/2

B

2�R�V p0h3

)
+ 9

4

]
.

(10)

Therefore, at higher temperatures the temperature dependence
of 1

2 S(O2) is captured by the 9
4 kBln(T ) term.
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FIG. 1. Solid-state vibrational entropy of O vacancy formation
(�Svib) as a function of temperature for compounds with (a) a
perovskite structure (for which the cell size used in the defective
calculation corresponds to ∼2.1% of O atoms being vacant), (b) a
“LuMnO3”-type structure (for which the cell size used in the defec-
tive calculation corresponds to ∼1.9% of O atoms being vacant), and
(c) a pyrochlore structure (for which the cell size used in the defective
calculation corresponds to ∼1.8% of O atoms being vacant).

III. RESULTS

In Fig. 1 we compare the solid-state vibrational entropy of
VO formation of all the compounds we selected as a function
of temperature, subdividing by structure type: (a) per-
ovskite (displaying the orthorhombic perovskites LaMnO3,
CaMnO3, YFeO3, and LaFeO3 and the B-site ordered double
perovskites Sr2MnTiO6 and Ca2MnTiO6), (b) “LuMnO3”-
type (displaying YMnO3, HoMnO3, and LuMnO3), and (c)
pyrochlore (displaying Lu2Mn2O7). We also report the vibra-
tional entropy of each of the above pristine compounds in the
Supplemental Material [43] (see Fig. S3). It can be observed
that, in all cases, an initial increase in �Svib is followed by
a peak around room temperature, and then a steady decrease.

Despite the general similarities in the overall temperature be-
havior, differences can be observed between materials, mainly
in terms of the height and location of the peak, and of the
initial rate of descent. We analyze these behaviors over the
next sections. First, in Sec. III A, we rationalize the general
shape of the temperature dependence of �Svib, identifying the
main contributions to each feature of the curve. In Sec. III B
we then analyze the different atomic contributions to the
vibrational entropy, highlighting similarities and differences
between compounds. Finally, in Sec. III D, we examine the
configurational and gas phase contributions to the entropy of
vacancy formation.

A. Temperature dependence of �Svib

As is visible in Fig. 1, two basic components of the trend of
�Svib with T can be identified: an initial increase and a subse-
quent decrease. To investigate the origin of these features, we
first visualize the differences in the phonon density of states
of the pristine and of the vacancy-containing structure and the
contributions to the entropy of different vibrational frequency
regions at various temperatures. To connect the �Svib versus T
curve to the contribution from different atoms in the structure,
we then also examine their individual contributions to the
phonon density of states. As the general features of the �Svib

versus T curve are common to all compounds we studied, we
select one specific compound, HoMnO3, to illustrate density-
of-states–related properties.

We start the investigation of the origin of the temperature
dependence �Svib on T by examining general features of the
phonon density of states (DOS) of HoMnO3. In Fig. 2(a) we
first compare the DOS of the pristine and defect-containing
structure. Several differences can be noticed in the phonon
DOS of the defective structure when compared to the pristine
one, most notably an additional lower-frequency (∼2 THz)
peak and a redshift in the frequencies of states at higher fre-
quencies (∼17 THz). Having compared the two DOS curves
(defect-containing and pristine) separately, we then compute
their difference, and we integrate it over vibrational frequency,
as shown through the black dotted line in Fig. 2(b). The inte-
grated � DOS has positive values for all lower frequencies,
with then a peak at around 17 THz followed by a decrease
to negative values for higher frequencies. To examine how the
contribution of different frequencies to the vibrational entropy
changes with temperature, we also display in Fig. 2(b) the run-
ning integral of the vibrational entropy of vacancy formation,
�Svib(ω, T ) [defined in Eq. (3)], for five different temperature
values (identified through different colors). At lower temper-
atures, the dominant contribution to the vibrational entropy
comes from smaller frequencies, where the integrated � DOS
is positive, which is consistent with the initial growth of �Svib

with temperature observed in Fig. 1. As temperature increases,
however, larger frequencies start to have a larger weight, and,
due to the no longer negligible contribution from the frequen-
cies at which the integrated � DOS is negative, �Svib starts
decreasing.

Having identified the main features in the phonon density
of states which determine the dependence of �Svib on T ,
we now investigate the source of these features. To do so,
we separate the contributions to the phonon band structure
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FIG. 2. (a) Phonon density of states of the pristine (orange) and defect-containing (green) structures of HoMnO3. (b) Left-hand y axis:
Difference in the density of states between vacancy-containing and pristine structures, integrated over vibrational frequencies (black dotted
line). Right-hand y axis: running integral of the vibrational entropy of vacancy formation of HoMnO3, �Svib(ω, T ) [see Eq. (3)], obtained by
taking the vibrational entropy difference between the pristine and vacancy-containing structure of HoMnO3 including only contributions up to
the vibrational frequency value indicated in the x axis (solid lines of different colors indicating different temperatures).

from the different atoms in the structure. In Fig. 3, we display
the atom projected phonon density of states (PDOS) of (a)
the pristine structure and (b) the vacancy-containing structure
of HoMnO3. In the low-frequency region, the contributions
from the heaviest (in this case Ho) atoms dominate, while
O, being the lightest species, is mainly associated with the
higher-frequency region. In general, it can be seen that the
change in the phonon spectrum upon defect formation is
not localized, but rather differences along various frequency
ranges can be seen between pristine and defect-containing
structures. As will be further detailed in the next section,
such differences can be principally associated with the metal
cations neighboring the vacancy and the oxygen atoms bonded
to them. The low-frequency peak observed in the defect DOS
in Fig. 2(a) is associated with a redshift of the vibrational

frequency of the Ho atom neighboring the vacancy, which
is consistent with bond-breaking. A similar redshift is also
associated with the vibrational frequencies of the Mn atoms
neighboring the vacancy. We consider both such redshifts to
be connected with the initial positive value of the integrated
� DOS and of �Svib. As for the oxygen atoms, a redshift
upon vacancy formation can also be observed in the region
∼15–17 THz, which is responsible for the peak in the in-
tegrated DOS. However, the higher density of states in the
pristine structure at larger frequencies (∼18 THz), which we
also associate with the presence of one additional oxygen
atom (the one becoming vacant) in the pristine structure, even-
tually dominates leading to a decrease in �Svib.

The high-temperature behavior of �Svib for all compounds
can be further understood and simplified, considering two

FIG. 3. Atom projected phonon density of states of (a) the pristine structure and (b) the vacancy-containing structure of HoMnO3. Red
dotted lines represent contributions from O atoms, gray dashed lines represent contributions from Mn atoms, and blue solid lines represent
contributions from Ho atoms.
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TABLE I. Temperature-independent component of the high-
temperature solid-state vibrational entropy of O vacancy formation
[see Eq. (6)] for the 10 compounds included in the study.

Composition �ST -ind
vib [kB]

CaMnO3 23.9
LaMnO3 23.1
LuMnO3 21.5
HoMnO3 21.6
YMnO3 21.1
Ca2TiMnO6 21.7
Sr2TiMnO6 21.2
YFeO3 20.6
LaFeO3 19.7
Lu2Mn2O7 19.1

main contributions: a T -dependent term that is equal for all
compounds, corresponding to 3kBln(T ), and a T -independent
term that varies between compounds, corresponding to
3kB[ln(kB) + 1] − kB

∫ ∞
0 ln(h̄ω)�g(ω)dω. These two terms

emerge when simplifying the expression for the vibrational
entropy leveraging series expansion at high temperature, as
detailed in Sec. II. This analysis highlights two important
points regarding solid-state vibrational entropy of vacancy
formation in the high-temperature regime: (i) the decrease
with temperature follows a logarithmic trend [specifically, the
form −3kBln(T )], and (ii) the differences in �Svib between
compounds are constant. The values of the non-temperature-
dependent component of �Svib accounting for the differences
between compounds are reported in Table I.

The compounds’ vibrational entropies of vacancy forma-
tion can also be further analyzed by artificially eliminating the
difference in the number of atoms between pristine and defec-
tive cells. An estimate of the vibrational entropy of vacancy
formation entirely excluding the contribution from the oxygen
atom becoming vacant can be obtained by first computing the
atomic projections of the vibrational entropy of the pristine
cell, then calculating their sum excluding the contribution
from the O becoming vacant, and finally subtracting the result
from the vibrational entropy of the vacancy containing cell.
Such a computation, resulting in the pristine cell having the
same number of atoms as the defective cell, results in the
entropy difference plateauing to positive values after the initial
growth, leaving the ranking between compounds unchanged
(see Fig. S4).

B. Atomic contributions to �Svib

After a brief look at the general characteristics of the
contribution of different atoms in the structure to the phonon
density of states presented in the previous section for an
exemplary material (HoMnO3), the present section provides
an in-depth look at the atomic contributions to the vibrational
entropy of all compounds included in the study. The analysis
is carried out by first grouping the atoms based on their dis-
tance to the vacancy, and then examining them singularly. A
and B cations are differentiated from O anions, and changes
in charge localization and bond length are included in the
discussion. The results displayed and discussed in this sec-

tion pertain to the high-temperature range. The presence of
a temperature-dependent contribution to the high-temperature
form of �Svib [see Eq. (6)] discussed in the previous sec-
tion is connected to the difference in the number of atoms
between pristine and defect-containing cells. In this section,
the contributions to �Svib are computed separately for each
individual atom, and therefore they do not contain a significant
temperature dependence at high temperature.

Figure 4 displays the per-atom contribution to �Svib

(�Satom
vib ) for the different atoms in each compound, with the

atoms being clustered in six different groups (eight groups
for double perovskites): (i) the A cations neighboring the O
vacancy site, referred to as “A NN,” (ii) the B cations neigh-
boring the O vacancy site, referred to as “B NN” [and, for
double perovskites, (ii.i) the B′ cations for neighboring the O
vacancy site, referred to as “B′ NN”, where “B” indicates Mn
and “B”’ indicates Ti], (iii) the O anions bonded to the A and
B cations neighboring the vacancy, referred to as “O 2NN,”
(iv) all other A cations, referred to as “A other,” (v) all other B
cations, referred to as “B other” [and, for double perovskites,
(v.i) all other B′ cations, referred to as “B′ other”], and (vi)
all other O cations, referred to as “O other.” The histograms
are color-coded to indicate the number of atoms in each group
(darker colors indicating more atoms), and, once again, the
figure is divided into subfigures grouping the compounds by
structure type: (a) “LuMnO3”-type, (b) pyrochlore, and (c)
perovskite.

Comparing different compounds, multiple commonalities
and differences in the contributions to the vibrational entropy
from each group of atoms can be highlighted. First, in all
cases, the largest per-atom contribution to �Svib is associated
with the cations neighboring the vacancy, with a second siz-
able contribution coming from the O atoms bonded to those
cations. Significant variations can, however, be observed in
both the magnitude and the sign of the contributions from
the cations’ nearest neighbors to the O vacancy. Fe-based
perovskites, for example, show a larger “B NN” contribu-
tion compared to Mn-based perovskites. The larger value of
�Svib in LaMnO3 and CaMnO3 compared to YFeO3 and
LaFeO3 can be attributed to the largest contributions from
“O 2NN” atoms and non-nearest-neighbor cations, which,
despite their smaller per-atom contribution compared to NN
cations, are larger in number (see Fig. S5). Mn-based double
perovskites, on the other hand, show a large positive con-
tribution from the Mn nearest neighbor, but, concurrently,
a large negative contribution from the Ti nearest neighbor.
A consistently larger “A NN” contribution can be identified
in Mn-based “LuMnO3”-type compounds compared to per-
ovskites, with the “B NN” contribution being significantly
larger in LuMnO3 than in YMnO3 and HoMnO3. Finally,
the pyrochlore Lu2Mn2O7 displays a large positive “B NN”
contribution and an equally large but negative “A NN” contri-
bution.

To gain deeper insight into the origin of the different fea-
tures highlighted in Fig. 4, we plot in Fig. 5 all the �Satom

vib
contributions from individual atoms separately (i.e., to each
atom corresponds a single data point). We correlate �Satom

vib to
the change in average vibrational frequency of each atom upon
vacancy formation (�〈ωatom〉), and we also discuss changes
in charge localization and bond lengths. In this instance, the
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FIG. 4. Per-atom contribution to the solid-state vibrational entropy of O vacancy formation in (a) “LuMnO3”-type, (b) pyrochlore, and
(c) perovskite structures. Atoms are divided into six groups (eight groups for double perovskites): (i) the A cations neighboring the O vacancy
site, referred to as “A NN,” (ii) the B cations neighboring the O vacancy site, referred to as “B NN” [and, for double perovskites, (ii.i) the B′

cations for neighboring the O vacancy site, referred to as “B′ NN,” where “B” indicates Mn and “B′” indicates Ti), (iii) the O anions bonded
to the A and B cations neighboring the vacancy, referred to as “O 2NN,” and (iv) all other A cations, referred to as “A other,” (v) all other B
cations, referred to as “B other” [and, for double perovskites, (v.i) all other B′ cations, referred to as “B′ other”], and (vi) all other O cations,
referred to as “O other.” Histogram colors indicate the number of atoms in each group (darker colors indicating more atoms).

data points are color-coded based on the average vibrational
frequency of the atom of interest in the pristine structure
(“〈ωatom

BULK〉”). The marker shapes are then chosen to distin-
guish A cations (squares), B cations (diamonds), and O anions
(circles), with a superimposed star to mark the A and B
cations neighboring the vacancy (those referred to as “A
NN,” “B NN,” and “B′ NN” in Fig. 4), and a superim-
posed asterisk to mark the O anions bonded to the cations

neighboring the vacancy (those referred to as “O 2NN” in
Fig. 4). We recognize once again some of the features pre-
viously identified in Fig. 4, but we also observe additional
details.

In general, a strong correlation between the change
in the average vibrational frequency associated with each
atom (�〈ωatom〉) and its contribution to the solid-state vi-
brational entropy of vacancy formation (�Satom

vib ) can be

FIG. 5. Per-atom contribution to the solid-state vibrational entropy of O vacancy formation in (a) “LuMnO3”-type, (b) pyrochlore, and
(c) perovskite structures, as a function of change in average vibrational frequency of each atom upon vacancy formation. Each data point
represents a single atom in the compound, color-coded based on the average vibrational frequency of the atom of interest in the pristine
structure (“〈ωatom

BULK〉”). The marker shapes distinguish A cations (squares), B cations (diamonds), and O anions (circles), with a superimposed
star to mark the A and B cations neighboring the vacancy (those referred to as “A NN,” “B NN,” and ”B′ NN” in Fig. 4), and a superimposed
asterisk to mark the O anions bonded to the cations neighboring the vacancy (those referred to as “O 2NN” in Fig. 4).
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observed: atoms experiencing stronger redshifts in frequency
give a stronger positive contribution to �Svib, and the op-
posite for blueshifts. A second correlation between �Svib

and the average vibrational frequency associated with each
atom prior to defect formation (“〈ωatom

BULK〉”) can also be ob-
served. Specifically, for the same change in frequency, atoms
with contributions dominating the lower frequency range (A
cations) have a larger impact on the vibrational entropy than
atoms with contributions dominating the higher-frequency
range (O anions). In other words, if a line were to be fitted
to the data points belonging to each group of atoms in Fig. 5,
the line associated with A atoms would be steeper than that
associated with O atoms. The presence of color-coding based
on “〈ωatom

BULK〉” also allows to observe differences in vibra-
tional frequencies among each group (i.e., among A cations,
B cations, and O anions). In addition to more evident obser-
vations, such as heavier A cations like Lu vibrating at lower
frequencies than much lighter cations like Ca, more subtle
differences can also be observed. Among the “LuMnO3”-type
compounds, for example, Y cations are associated with visibly
higher vibrational frequencies compared to Ho and Lu, in
accordance with the lower �Svib of YMnO3 compared to
LuMnO3 and HoMnO3. This feature can also be noticed when
comparing the integrated � DOS of the three compounds (see
Fig. S6) in the very low-frequency range, where LuMnO3 and
HoMnO3 have an almost identical trend, with an initial growth
starting at lower frequencies than YMnO3.

Having discussed general aspects of the correlation be-
tween �Satom

vib and �〈ωatom〉), we now concentrate on the
individual contributions from different atom types in each
structure. On the whole, we again recognize the cations neigh-
boring the vacancy, and the O atoms bonded to them, as the
ones associated with the most sizable per-atom contributions
to �Svib. However, differences between B and A cations
within the same compound, and between compounds, are
evident.

Focusing first on the B-site cations, we observe a lengthen-
ing of the majority of B-O bonds of the B cations neighboring
the O vacancy, consistent with the localization of charge on
such cations (the ones getting reduced) upon vacancy for-
mation. The significant frequency redshift (and consequent
positive contribution to �Svib) observed for the B atoms
neighboring VO is therefore not only related to the breaking
of their bond to the oxygen atom that becomes vacant, but
also to the softening of many of their bonds to the other
neighboring O atoms. Larger �Satom

vib and �〈ωatom〉 are asso-
ciated with a larger change in the cation’s magnetic moment,
consistent with a larger change in the charge localized on the
atom upon vacancy formation. LaFeO3, YFeO3, Ca2TiMnO6,
Sr2TiMnO6, and Lu2Mn2O7, which exhibit the largest con-
tribution from B cations neighboring the vacancy, all display
changes in the magnetic moment by ∼0.6–0.7μB on each “B
NN” Fe or Mn cation, while the magnetic moment of two
Mn atoms neighboring the vacancy in LaMnO3 and CaMnO3

changes by an average ∼0.3μB. Similarly, while the Mn atoms
neighboring the vacancy in YMnO3 and HoMnO3 display a
change in magnetic moment of around ∼0.1μB, in LuMnO3,
two of the three Mn atomic neighboring the vacancy (the ones
with the largest visible frequency redshift) change by about
∼0.4μB. Furthermore, the only large per-atom contribution to

�Svib associated with a cation not neighboring the O vacancy
can be observed in double perovskite oxides, and corresponds
to the second Mn cation where the majority of the charge
localizes upon vacancy formation (the first Mn cation where
charge localizes being the one neighboring the vacancy). The
large decrease in the average vibrational frequency of this
second Mn cation can once again be traced back to the length-
ening of the bonds to its neighboring O anions resulting from
the additional negative charge localized on it. On the opposite
end to what was just observed, the absence of significant
charge localizing on the Ti cation neighboring the vacancy in
the two double perovskite oxides can be related to its �Satom

vib
contribution opposing that of the Mn atom neighboring the
vacancy. Despite the breaking of the bond between the Ti
atom and the oxygen becoming vacant, the shortening of the
remaining Ti-O bonds appears to result in a dominant negative
contribution �Svib, and blueshift of the average vibrational
frequency associated with the Ti atom.

Differently from the B cations described above, no sizable
change in the charge localized on the A cations neighboring
the vacancy is observed upon VO formation. While still expe-
riencing bond breaking, the change in length of the remaining
A-O bonds varies in sign, resulting often in smaller “A NN”
�Satom

vib values compared to the ones associated with “B NN.”
The compounds for which the most sizable “A NN” contribu-
tions can be observed are the three “LuMnO3”-type oxides,
and the pyrochlore oxide. In the first case, the breaking of
the bond between the oxygen becoming vacant and its closest
A cation results in a shift of such a cation in the opposite
direction to the previously occupied O site. Such a shift is
accompanied by a mixed shortening and lengthening of the
remaining A-O bonds, with the bonds becoming longer, how-
ever, coinciding with the ones associated with longitudinal
force constants of greater magnitude, an observation in line
with the overall positive contribution to �Svib. In pyrochlore
Lu2Mn2O7, on the other hand, upon the breaking of the Lu-O
bond of the two Lu atoms nearest to VO, a shortening of
the remaining Lu-O bonds can be observed across the board,
resulting in an overall negative contribution to �Svib.

C. Influence of Hubbard U on �Svib

DFT calculations of metal oxides containing 3D transition
metals, like the ones studied in this work, suffer from an
over-delocalization of electrons brought about by the residual
self-interaction present in exchange-correlation functionals.
The addition of a Hubbard-like term to the energy functional
[33–38], which carries a very limited additional computa-
tional cost, is a widely employed strategy to address this issue,
and the one utilized in the present work. The value of the U
parameter contained in the Hubbard term can have sizable
effects on different properties, and optimal values vary with
the transition metal of interest and with the local environment
in which it is immersed [44].

We investigate here the influence of different U values
on the vibrational entropy of vacancy formation of differ-
ent compounds. Given the significant computational expense
involved in each �Svib calculation, we perform this inves-
tigation for a subset of the compounds, spanning different
structures, and different identities and oxidation states of the
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FIG. 6. Change in solid-state vibrational entropy with tempera-
ture for different Hubbard U values for (a) YMnO3, (b) Ca2TiMnO3,
and (c) LaFeO3.

3D transition-metal B cations. As shown in Fig. 6, the largest
change in vibrational entropy with U value can be observed
for YMnO3, with Ca2TiMnO6 and LaFeO3 displaying small
to negligible differences between U values. Examining the
individual atomic contributions to the vibrational entropy of
defect formation (see Fig. S7), it appears that for YMnO3,
a decrease in U value leads to lower contributions across
the board, while Ca2TiMnO6 and LaFeO3 display very little
response to changes in U on all atomic contributions.

D. Total entropy of O vacancy formation

Having examined the change in solid-state vibrational en-
tropy upon vacancy formation in the previous sections, we
now discuss other sources of entropy playing a significant role
in the total entropy of vacancy formation. As mentioned in
Sec. II, �Svib only includes vibrational contributions from the
metal oxide itself, and does not account for the final gaseous
state of the oxygen being lost by the metal oxide. Therefore,

FIG. 7. Sum of the solid-state vibrational entropy of O vacancy
formation (�Svib), and the gas entropy of oxygen [1/2 S(O2)] as a
function of temperature for the compounds investigated in Secs. III A
and III B (that have O vacancy concentrations of, respectively,
∼2.1% for perovskites, ∼1.9% for “LuMnO3”-type compounds, and
∼1.8% for pyrochlore).

the oxygen gas entropy is the first contribution we discuss in
the present section. Furthermore, the multiplicity of sites upon
which defects can be introduced results in an additional, de-
fect concentration-dependent contribution to the total entropy,
in the form of configurational entropy.

The oxygen gas entropy can be accounted for as half of
the gas entropy of the O2 molecules, and it can be extracted
from tabulated standard values [40]. Figure 7 displays the
derived nonconfigurational entropy of O vacancy formation,
computed by combining the gas entropy and the solid-state
vibrational entropy contributions. In all cases, in addition to
the visible dominance of the gas entropy contribution, the
temperature dependences of �Svib and �S(O2) can also be
observed to counterbalance each other, leading to an almost
constant value of the nonconfigurational entropy above room
temperature.

The high-temperature behavior of the combination of oxy-
gen gas and solid-state vibrational entropy components can
in fact be simply outlined and understood a priori consider-
ing the high-temperature form of the two terms. As seen in
Sec. III A, in the high-temperature range, �Svib follows the
form −3kB ln(T ) (visualized in Fig. S8 b). In the same temper-
ature range, the overall temperature dependence of 1

2�S(O2)
is captured by the term 9

4 kB ln(T ) (visualized in Fig. S8 a).
When summed, the two temperature-dependent components
of 1

2�S(O2) and �Svib largely counterbalance each other,
leading the temperature dependence of the nonconfigurational
entropy term to follow the form of − 3

4 kB ln(T ). Therefore, it
is a general result (at the harmonic level) that the influence
of temperature becomes much weaker when combining the
gas and solid-state vibrational entropy of oxygen vacancy
formation compared to any of the two separately, as illustrated
in Fig. 8.

The configurational entropy associated with the formation
of oxygen vacancies can be computed analytically assuming
dilute solution behavior. In this case, the per-vacancy contri-
bution is a function of the nonstoichiometry δ, which varies
depending on the available sites, and, if relevant, on the energy
difference between them. For the compounds included in this
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FIG. 8. High-temperature form of the temperature dependence
of the solid-state vibrational entropy of O vacancy formation �Svib

(light blue), the oxygen gas entropy (pink), and their sum (violet),
illustrated in the temperature range between 1000 and 2000 K, with
respect to the value of each term at 2000 K.

study, and for nonstoichiometry values between δ = 0.01 and
0.1, this results in values ranging between ∼6kB and ∼3kB.
In addition to multiplicity of configurations associated with
the oxygen vacancy, a similar reasoning can be applied to
the cations undergoing reduction, with again configurational
entropy values depending on possible sites (e.g., for the com-
pounds in this study, sites on the A sublattice are not included
as they do not show evidence of reduction, but reduction on
both the A and B sublattices can be observed in other cases
[45]). Considering all B sites, aside from the ones occupied by
Ti atoms in double perovskites, for nonstoichiometry values
between δ = 0.01 and 0.1, this additional entropy contribu-
tion varies between ∼1kB and ∼8kB for the compounds in
this study. It should be noted, however, that deviations from
ideal values of the configurational entropy can often be ob-
served as a result of phenomena such as interactions between
defects [25].

Entropies of reduction for a number of the compounds
investigated in this work were reported in recent experimen-
tal studies by Qian et al. [46–49] and Mastronardo et al.
[50]. Comparison between computational results and exper-
imental data is, however, complicated by multiple factors.
First, the three “LuMnO3”-type compounds displayed evi-
dence of a phase transition to a (dynamically unstable at 0 K)
“Be3N2”-type structure, with a jump in the extracted thermo-
dynamic quantities of reduction, the origin of which remains
unexplained [18,46]. LaMnO3 was synthesized in a rhombo-
hedral perovskite structure (rather than the orthorhombic DFT
ground state), dynamically unstable at 0 K (therefore making
the computation of the vibrational entropy challenging). Both

CaMnO3 and Ca2TiMnO6 were also observed to undergo a
phase transition, in this case to the cubic perovskite phase
(again dynamically unstable at 0 K), leaving only a small
range of values for which oxygen loss was measured from
the ground-state distorted perovskite structure. Furthermore,
cation disorder on the B lattice was experimentally observed
in both Ca2TiMnO6 and Sr2TiMnO6. Finally, YFeO3 dis-
played very limited oxygen loss, impacting the accuracy of the
extracted entropy and enthalpy of reduction. In addition to the
just mentioned complications, the experimental uncertainties
of 0.5−2.5kB are comparable in magnitude to differences
between compounds in our calculated vibrational entropies,
and the impact of potential deviations from the ideal configu-
rational entropy represents an additional source of uncertainty
in the total entropy calculation.

IV. CONCLUSION

The present work is dedicated to an investigation of the
solid-state vibrational entropy of oxygen vacancy formation
�Svib across a range of 10 metal oxide compounds with
different structure types. The computation is carried out by
taking the difference between a defect-containing and a pris-
tine cell, and accounting for the final gaseous state of oxygen
separately, through a gas term discussed in the last section of
the text. We first examine the trend in �Svib with temperature,
finding common features between all compounds: an initial
increase until around room temperature, followed by a steady
decrease, due to the presence of an additional oxygen atom
(the one becoming vacant) in the pristine structure. Inves-
tigating the role of individual atoms, we highlight largely
positive contributions to �Svib from the cations neighboring
the vacancy and the O atoms bonded to them. We also examine
changes in bonding and charge localization, and we observe
the B cations on which the majority of change localizes
upon vacancy formation to experience an average lengthen-
ing of their bonds to the neighboring anions. Finally, we
consider oxygen gas and configurational contributions to the
total entropy of vacancy formation. We show the temperature
dependence of the gas entropy to largely counterbalance that
of the vibrational entropy, leading to an almost temperature-
independent nonconfigurational entropy of vacancy formation
at high temperature. We also observe the solid-state vibra-
tional contribution to be significantly smaller than that from
oxygen gas and dilute configurational entropy, albeit non-
negligible.
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