
PHYSICAL REVIEW MATERIALS 8, 046201 (2024)

Charge state and entropic effects affecting the formation and dynamics of divacancies in 3C-SiC
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Using nudged elastic band calculations and first-principles molecular dynamics with enhanced sampling, we
study the formation and dynamics of the divacancy VCVSi (VV) in cubic silicon carbide, including VV rotation
and migration. We show that for all processes studied here the energy barriers and preferred pathway depend on
the charge state of the defects. Our results indicate that the influence of multiple charge states and entropic effects
should be considered for a quantitative description of the physical and dynamical properties of point defects at
finite temperatures. In addition, we demonstrate that molecular dynamics simulations using machine-learning
potentials can efficiently and reliably capture entropic effects and yield accurate free-energy barriers.
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I. INTRODUCTION

Silicon carbide (SiC) is a wide band gap semiconductor
with outstanding properties [1,2], desirable for high power
and high-temperature electronics [1,3], as well as nuclear
applications [4,5]. Furthermore, mature growth, doping, and
nanofabrication techniques are available for SiC, enabling its
manufacturability on a wafer scale [1,6,7]. In recent years,
SiC has also attracted great interest as a host crystal for
optically active spin defects (point defects known as color
centers) [6–9], which are appealing candidates for, e.g., quan-
tum sensing and quantum communication applications. The
most studied color centers in SiC include the silicon vacancy
(VSi), the divacancy VCVSi (VV), and the nitrogen-vacancy
pair NCVSi. In particular, the VV exhibits attractive properties,
such as optical addressability [10], long coherence times [11],
spin-to-charge conversion [12], as well as a near-infrared spin-
photon interface [13].

Important to the scalable implementation and device inte-
gration for quantum technologies is a fine control over the
formation of spin defects, in terms of their spatial location,
population, and charge states [6,7,14–17]. In SiC, spin defects
are commonly created via electron irradiation, ion implan-
tation or pulsed laser, followed by a high-temperature (T )
annealing process [6,7,14,15]. The annealing treatment is es-
sential, as dopants, interstitials, or vacancies become mobile
and reactions between them can occur; the annealing process
leads not only to the healing of the lattice damage but it can
also be engineered to drive the formation of specific, desired
defects. Therefore, a detailed knowledge of defects’ stability,
kinetics, and defect-defect reactions at high-T is critical to de-
sign and optimize experimental parameters to generate qubit
centers in a controlled manner.

*gagalli@uchicago.edu

In this context, theoretical modeling based on density func-
tional theory (DFT) is a useful tool, due to its predictive
power and the fact that it can provide a quantitative un-
derstanding of defect stability and formation. For example,
several studies for the VV were reported investigating, e.g.,
its formation energy (stable charge state) [18–20], reorien-
tation mechanism [21,22], the pairing of VSi and the carbon
vacancy (VC) to form VV [20,21], as well as the aggregation
of VV with additional VSi or VC to form larger vacancy clus-
ters [20,23]. Recently, we proposed a general computational
protocol based on DFT to investigate the formation of point
defects at the atomistic level [24], which was then applied to
the study of VV in 3C-SiC, providing insights into the VV
formation mechanism as a function of T and Fermi level (EF).
Specifically, we computed the energy barrier (Eb) for various
pathways as a function of the charge state (q) of the defect,
where the effect of the spin degree of freedom was implicitly
included, and we estimated entropy changes (�S) from the
initial to the transition state at a given temperature for several
paths in 3C-SiC. Assuming the validity of the harmonic ap-
proximation and of classical statistics, the free-energy barriers
(Gb) as a function of T at a fixed lattice constant were obtained
as

Gb(T, q) = Eb(q) − T �S, (1)

which were then used to compute the activation temperature
(Ta) for several defect processes. In Ref. [24], we used the
same �S for all pathways and charge states. Specifically, we
accounted for the entropic effects on Gb [the −T �S term in
Eq. (1)] due to the thermal excitation of phonons at finite
T , with T -independent phonon frequencies, at a fixed lattice
constant.

In this paper, we provide additional results on the for-
mation and dynamical properties of the VV in 3C-SiC, by
considering in detail the effect of charge states and path-
dependent entropy. We consider various atomic pathways and
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FIG. 1. Atomic pathways relevant to the divacancy (VV) forma-
tion. (a) Carbon vacancy (VC) migration. (b) Silicon vacancy (VSi)
migration; VSi and carbon-antisite-VC complex (CAV) interconver-
sion. (c) VV and the neighboring VC-VSi pair (V-V) interconversion.
V-V2 (V-V3) denotes the V-V pair where VSi resides at the second
(third)-neighboring site of VC. VV can convert into V-V2 (V-V3)
via: (1) the migration of VC within VV away from the adjacent VSi

denoted as VV → V-V2 @ VC (VV → V-V3 @ VC); and (2) the
migration of VSi within VV away from the adjacent VC denoted as
VV → V-V2 @ VSi (VV → V-V3 @ VSi). We indicate the atomic
pathway associated to each red arrow and the red arrow specifies
the atomic motion; we indicate the reverse (or backward) process
in parenthesis if the initial and final states of the path are different.
In our notation, the defect on the left (right)-hand side of the arrow
corresponds to the initial (final) state of a path. For example, for the
V-V3 → VV @ VC path, the initial (final) state is the V-V3 (VV)
defect.

analyze the dependence of the barrier Eb on the charge state
q, and the entropic effects due to the thermal excitation of
phonons in determining the value of Gb at finite temperatures,
at a fixed lattice constant. Further, we discuss the activation
temperature Ta and atomic mechanisms for the VV rota-
tion and migration processes, which were not considered in
Ref. [24].

The rest of the paper is organized as follows. In Sec. II,
we describe the methodologies used in our paper and com-
putational details. In Sec. III, we present our results with
conclusions given in Sec. IV.

II. METHODS

We considered multiple point defects and their transfor-
mation pathways in 3C-SiC. Specifically, we investigated the
VC, VSi, VV, the carbon-antisite (CSi)-VC complex (CAV), the
neighboring VC-VSi pairs (V-V), where VSi is located at the
second (third)-nearest site of VC, denoted as the V-V2 (V-V3)
and the VCCSiVC complex (VCV); their geometries can be
found in Figs. 1 and 2. DFT calculations and the nudged
elastic band method were employed to compute the energy
barriers for several dynamical processes involving the for-
mation and transformation of point defects. The free-energy
surfaces (FES) and the free-energy barriers were determined
with enhanced sampling calculations using both classical and
first-principles molecular dynamics (MD) simulations. We an-
alyzed the change of free-energy barriers at finite temperature
due to entropic effects using the harmonic approximation

FIG. 2. Atomic pathways for the divacancy (VV) rotation and
migration. (a) Three VV rotation paths. VCV refers to the VCCSiVC

complex. (b) Three VV migration paths. For multiple-step processes,
we use numbers to indicate the order of the process. We note that for
each of these paths the initial and final states are the same.

and classical statistics, since we are mainly concerned with
high-T properties, and we obtained free-energy barriers using
MD simulations, which treat atoms as classical particles. In
all calculations, we used 216-atom cubic supercells with the
lattice constant of 13.248 Å, constructed from the 3C-SiC
cell with lattice constant of 4.416 Å. This lattice constant
was determined by carrying out a first-principles MD (FPMD)
simulation using the Perdew-Burke-Ernzerhof (PBE) func-
tional [25] in the NPT ensemble (at 1500 K and zero pressure).
We used the lattice constant of 4.416 Å to approximately
include the lattice expansion effects induced by the high
annealing temperatures (> ∼1000 K to generate VV), as
compared to the measured value of 4.36 Å at 0 K [26].
Nonetheless, we found that the relaxed defect geometries
using the lattice constant of 4.416 Å and 4.36 Å are only
slightly different, so do the computed energy barriers (see
Supplementary Information in Ref. [24]). Based on a poly-
nomial fitted to the measured data [27], we obtained a lattice
constant of 3C-SiC at 1500 K of 4.382 Å. Hence, the lattice
constant used in this paper is a slight overestimate (∼0.8%) of
the experiment, which we consider to be a minor difference.

Below we present specific details for each of our
calculations.

A. Energy barrier and activation temperature calculations

We first summarize the computational methods, which
were also used in Ref. [24].

The energy barriers (Eb) for a given defect process were
computed by using the climbing-image nudged elastic band
(NEB) method [28], and by coupling the QBOX [29] and
the PASTA [30] codes, adopted for DFT and NEB calcula-
tions respectively. In DFT calculations, we used the PBE
functional, optimized norm-conserving Vanderbilt (ONCV)
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TABLE I. Energy barriers Eb (eV) obtained from NEB calculations at the DDH level of theory. We show results for the pathways shown
in Figs. 1 and 2 at charge state q from 2 to –2. For those paths for which the initial and final states are different (see Fig. 1), we show Eb for
both the forward and backward processes (see Methods); values in parenthesis are for the backward processes.

Eb

Pathways q = +2 q = +1 q = 0 q = −1 q = −2

VC migrationa 5.22 4.36 3.87
VSi migration 3.78 3.72 4.05 3.56 2.77
VSi → CAV 2.04 (5.79) 2.11 (4.25) 3.63 (3.52) 3.83 (2.55) 3.74 (2.16)
V-V2 → VV @ VC 2.15 (3.66) 2.54 (5.15) 2.56 (5.2) 2.67 (5.31) 2.59 (5.46)
V-V2 → VV @ VSi 2.4 (3.9) 2.38 (4.97) 1.89 (4.53) 1.45 (4.08) 0.89 (3.76)
V-V3 → VV @ VC 2.84 (4.11) 2.78 (4.64) 2.47 (4.61) 2.46 (4.71) 2.46 (4.82)
V-V3 → VV @ VSi 2.17 (3.44) 1.9 (3.76) 0.9 (3.04) 0.7 (2.95) 0.53 (2.89)
Rot. @ VC

b 5.14 5.69 5.21 5.18
Rot. @ VSi 3.79 3.84 3.23 3.05 2.47
Rot. @ VCV 1.88 3.3 3.79 3.96 4.43
Mig. @ V-V2 3.9 4.97 5.2 5.31 5.45
Mig. @ V-V3 4.11 4.64 4.61 4.71 4.82
Mig. @ VC

b 5.14 5.69 5.21 5.18
Mig. @ VCV 3.79 3.84 3.79 3.96 4.43

aFor carbon vacancy (VC), we considered q from 2 to 0.
bAt charge state q = 2, the pathway is not stable and transforms into a different pathway.

pseudopotentials [31], a 2 × 2 × 2 Monkhorst-Pack (MP) grid
and a 60 Ry cutoff for the plane-wave basis set. In NEB
calculations, we used a spring constant of 2 eV/Å2 and a
force tolerance of 0.02 eV/Å to obtain converged results. We
explored the charge state q of defects from +2 to –2, except
for VC where q varied from +2 to 0, and considered different
spin states. Specifically, we determined the most stable spin
state of a given defect for each NEB image at a given q, and
then used the corresponding total energy and atomic forces to
update the NEB images. However, we found that considering
different spin states only slightly influences the computed Eb.
The obtained Eb were denoted as EPBE

b @222, and summarized
in Table SI within the Supplemental Material [32]. When the
initial and final states of a path turned out to be different,
we report the Eb for both the forward (from the initial to
the transition state) and the backward (from the final to the
transition state) processes.

After determining the EPBE
b @222 as a function of q at

the PBE level of theory, single-point energy calculations with
both the PBE and the dielectric-dependent hybrid function-
als [33] (DDH; 15% exact exchange) were performed. For
those calculations, we used the ONCV pseudopotentials, the
� point and a 60 Ry cutoff for the plane-wave basis set. Based
on the converged minimum energy path obtained in NEB
calculations, the total energy of each image was evaluated
using both the PBE and the DDH functional from a single-
point calculation; we then calculated the energy barrier as the
total energy difference between the initial (or final) and the
transition state of a path; the energy barrier obtained from the
total energies at the PBE (DDH) level of theory is denoted
as EPBE

b @� (EDDH
b @�). To improve the overall accuracy of

the results computed at the PBE level of theory, we computed
the barrier correction as �Eb = EDDH

b @� − EPBE
b @�; the

correction was then applied to the PBE results. Specifically,
we estimated the energy barriers at the DDH level of the-
ory as EPBE

b @222 + �Eb, denoted as EDDH
b @222. We found

that �Eb calculated with the � point and the 2 × 2 × 2 MP
grid are close to each other. The EDDH

b @222 values were
used to obtain our final results, and they are summarized in
Table I. In general, the energy barriers computed with the
DDH functional turned out to be higher than those obtained
with the PBE functional, which can be seen by comparing
the results in Table I and Table SI within the Supplemental
Material [32]. This result is consistent with several findings in
the semiconductor literature indicating that local or semilo-
cal functionals underestimate energy barriers [34–37] in
semiconductors.

We found that the transition between different charge states
is a fast process, compared to the transition of defects into
different configurations at high temperature (see Supplemen-
tary Information in Ref. [24]). A given process can occur via
multiple, competing channels, each with a different charge
state of the defect, and therefore we computed an effective
barrier (Eb,EFF),

Eb, EFF(EF) = min
q

{�Ef (q, EF) + Eb(q)}, (2)

where �Ef (q, EF) = Ef (q, EF) − min
q

{Ef (q, EF)} is the for-

mation energy difference relative to the most stable charge
state, for a given value of the Fermi level (EF), as evaluated in
Ref. [24]; Ef is the formation energy of a defect (initial state of
the path); Eb is the barrier from the initial to the transition state
of the path at the DDH level of theory. In our calculations,
we also considered thermodynamically unstable charge states,
which, importantly, may lead to pathways of lower Eb,EFF than
those involving only thermodynamically stable states. Further,
the defect charge state was assumed not to change during the
defect geometrical transformations, due to the short lifetime of
the barrier crossing event. Spin-state transitions are allowed at
high temperatures and implicitly included in our calculations
of Eb. However, further investigations of spin-state transitions,
e.g., by estimating their timescale at high T , will be important.
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We emphasize that the differences between our calculated val-
ues of Eb when we consider or neglect the spin-state transition
along the path are minor (see also Methods in Ref. [24]).

Finally, based on our results for Eb,EFF, we computed the
activation temperature (Ta) for the defect processes of interest.
The Ta, defined as the temperature above which a process is
thermally activated, is proportional to Eb,EFF [24], i.e., Ta =
C × Eb,EFF. The prefactor C depends on several quantities,
including the entropy change from the initial to the transition
state of a path. In Ref. [24], we estimated C ≈ 331 K/eV for
SiC, and this value is used throughout this paper. We note that,
similar to Eb,EFF, Ta is a function of EF.

B. Free-energy surface and free-energy barrier calculations

We performed both classical and first-principles simula-
tions to model the defect dynamics. In our first-principles
simulations, we used the DFT method with the PBE functional
and the QBOX code, with ONCV pseudopotentials, the � point
and a 40-Ry cutoff for the plane-wave basis set. In our classi-
cal simulations, carried out with the LAMMPS code [38,39],
we used interatomic potentials that are described next, and
include empirical force fields (FF) and a machine-learning
potential derived from a DFT training set.

1. Interatomic potentials

The empirical FFs used here are: the Gao-Weber potential
(GW) [40], the environment-dependent interatomic potential
(EDIP) [41], the modified embedded-atom method potential
(MEAM) [42], and the Tersoff potential (TERSOFF) [43].

To derive the machine-learning FF, we used the moment
tensor potential (MTP; model level of 20) [44,45], with a
cutoff distance of 5 Å. We selected snapshots from FPMD
trajectories every ∼1 ps (see Sec. II B 3), for a total of 1302
configurations. Their corresponding atomic positions, total
energies, and atomic forces were used as the initial training
data, to obtain the initial-MTP, which was then used, with
the Maxvol algorithm [46], to select a set of representative
configurations from FPMD trajectories (see Sec. II B 3) [44],
for a total of 371 configurations. Their corresponding atomic
positions, total energies, and atomic forces constituted the
final dataset, on which we trained a MTP potential for pro-
duction runs.

The training error (root-mean-square error) of the energy
obtained with the MTP potential is 1.2 meV/atom and that
on the forces is 0.11 eV/Å. We verified that increasing the
cutoff distance to 6.5 Å slightly changes the training error, to
1.4 meV/atom for the energy (no change was observed for the
forces). We emphasize that our FPMD trajectories were ob-
tained from enhanced sampling calculations with the adaptive
biasing force (ABF) method [47] and thus the configura-
tional space of defect transformation processes was efficiently
sampled.

Only three defect processes in the neutral-charge state were
included in the training set for the MTP (V-V3 → VV @
VC, V-V3 → VV @ VSi and Rot. @ VSi; these processes are
discussed in detail in Secs. II B 3 and III A). Our aim is not to
obtain a MTP potential that can be used for multiple defect
pathways at various temperatures, as a function of charge
state, but rather to understand the performance of the MTP in

modeling specific defect processes in semiconductors. Hence
we focused on the MTP performance on few pathways to gain
some general insights.

2. Constrained optimizations

We performed constrained optimizations to compute the
potential-energy surfaces (PES) at T = 0 K, where the lattice
parameters of the supercell were kept fixed, the degree of
freedom (DOF) of interest, i.e., the collective variable (one-
dimensional; see Sec. II B 3) was kept fixed and the remaining
DOFs of the system were relaxed during the minimization
process. Specifically, the constrained optimization was imple-
mented as

x0 = argmin
x

{U (x) + K × (ξ (x) − ξ 0)2}, (3)

U (ξ 0, T = 0 K) ≈ U (x0), (4)

where U is the potential energy; ξ is the collective variable
(see Sec. II B 3); ξ 0 is the collective variable value at which we
evaluate the potential energy of the system; x are the atomic
coordinates; K is a tunable parameter. The function U as a
function of ξ (U (ξ, T = 0 K)) is the PES at T = 0 K, evalu-
ated either with one of the interatomic potentials (described in
Sec. II B 1) or with DFT calculations (described in Sec. II B).
In actual calculations, K needs to be sufficiently large, so
that after structural relaxations the collective variable of the
system (ξ (x0)) is close to ξ 0.

We considered ξ 0 on a evenly spaced grid (one di-
mensional), and we performed constrained optimizations
sequentially at each ξ 0 along the grid, by initializing the
calculation at the i grid point based on the value of x0 obtained
from the calculation at the i − 1 or i + 1 grid point. By doing
so, the energy change along the collective variable could be
continuously monitored. We considered both the forward and
the backward processes of any given path, by first constraining
the system from the initial to the final state of the path and
thus obtaining the PES at T = 0 K for the forward process,
and a final-state configuration. Based on the latter, we then
constrained the system from the final to the initial state of
the path, and obtained the PES at T = 0 K for the backward
process. The difference in results between the forward and
backward processes is indicative of either hysteresis or the
presence of metastable configurations.

The PESs determined above were then used to evaluate the
energy barriers at T = 0 K for both the forward and backward
processes, which are equivalent to the energy barriers calcu-
lated via the NEB method (see Sec. II A).

The same lattice constant was used to compute the PES at
0 K and the FES at 1500 K (see Sec. II B 3); the difference
between the two does not contain contributions from the lat-
tice expansion, and can be used to understand the entropic
effects due to the thermal excitation of phonons at a fixed
lattice constant (see discussion in Sec. II B 4).

We computed the PESs at T = 0 K for four pathways (see
Sec. II B 3). In first-principles simulations, only the neutral-
charge state was considered; we studied the VC migration in
the singlet-spin state, while for all other paths we considered
the triplet-spin state, to be consistent with the cases treated in
our classical simulations with empirical FFs, where no charge
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is associated to sites or atoms, and with the MTP potential,
which was trained for the neutral-charge state.

3. Enhanced sampling calculations

We performed enhanced sampling calculations to compute
the free-energy surfaces at a finite temperature, i.e., T =
1500 K, by coupling the SSAGES code [48] with the QBOX and
the LAMMPS codes, where SSAGES is the engine driving the en-
hanced sampling calculations. We used the ABF method [47],
and we utilized the one-dimensional collective variable (CV)
ξ [49] defined as

ξ = (R − Rgate ) · eprojection, (5)

where R are coordinates of the moving atom, either C or Si
atom; Rgate is the center of mass for a group of atoms, named
gate atoms; eprojection is the unit projection vector.

In classical simulations, we considered four atomic path-
ways (see Sec. III A): (1) VC migration; (2) V-V3 → VV @
VC; (3) V-V3 → VV @ VSi; and (4) Rot. @ VSi, with the CVs
used for these paths given in Fig. S1 within the Supplemental
Material [32]. For each of them, we carried out one single MD
simulation of 1.5 ns at 1500 K in the NVT ensemble, with a
time step of 1 fs and the MTP potential.

However, in FPMD simulations, we restricted our attention
to three pathways: V-V3 → VV @ VC, V-V3 → VV @
VSi, and Rot. @ VSi, for which only the neutral-charge state
and the triplet-spin state were considered. For each path, we
carried out FPMD simulations at 1500 K in the NVT ensem-
ble, with a time step of 1 fs; we launched 62 independent
FPMD simulations (∼6 ps each) and in total we obtained a
∼370 ps trajectory, employing the PBE functional to compute
the electronic structure and atomic forces (see Sec. II B).

Based on the FESs obtained above, we computed the
free-energy barriers. Using the results from classical MD sim-
ulations, we examined the convergence of free-energy barriers
with respect to the simulation time and found that they were
well converged already for ∼400 ps simulations. The free-
energy barriers obtained from 360 ps and 1.5 ns simulations
differ by <∼ 0.02 eV, indicating that in FPMD simulations of
∼370 ps our results were converged.

4. Harmonic approximation

We employed the harmonic approximation to compute the
free energy, as a function of T , for several defects, and eval-
uated the free energy of the initial, final, and transition states
of a given path; the free-energy difference between the initial
(final) and the transition state corresponds to the free-energy
barrier (Gb) for the forward (backward) process. We com-
puted the free energy according to classical mechanics, since
all atoms are classical particles in our MD simulations and
verified that the values of Gb obtained using classical and
quantum statistics are close at T = 1500 K, their difference
being < ∼0.01 eV.

Assuming a system with N atoms, the free energy G is
given by [50–52]

G(T ) = U +
3N−3∑

i

kBT ln

(
h̄ωi

kBT

)
, (6)

where U is the potential energy at T = 0 K; kB is the Boltz-
mann constant; ωi is the frequency of the ith phonon mode.
We excluded three modes of zero frequency.

To be consistent with our enhanced sampling calculations,
the phonon mode corresponding to the CV DOF [50,51] was
excluded from the summation. For the transition state, it
amounted to simply excluding the phonon mode with negative
frequency. For the initial and final states, the contribution
of the moving atom vibrating along the CV DOF, i.e., the
so-called attempt frequency, was excluded. The attempt fre-
quency was estimated in the following way: we obtained the
second-order derivative (k) of the PES (see Sec. II B 2) at the
initial and final states (which are local minima), and computed
the corresponding attempt frequency as

√
k/m, where m is the

mass of the moving atom (see Sec. II B 3).
The phonon frequencies ω were obtained with the phonopy

code [53,54], where we used the MTP potential to compute
the atomic forces. We used 216-atom cubic supercells with
the lattice constant of 13.248 Å for these calculations.

Note that, based on the harmonic approximation and clas-
sical statistics, the change of Gb with T at a fixed lattice
constant is due to entropic effects, i.e., to the −T �S term in
Eq. (1); the entropic effects result from the thermal excitation
of phonons at a fixed lattice constant. The �S refers to the
entropy change from the initial (or final) to the transition state
of a path at a given temperature, determined by the ratio of
the respective phonon frequencies [50,51]. Importantly, the
phonon frequency can depend on T due to the anharmonic-
ity of interatomic interactions and to the lattice expansion.
Here, we adopt the harmonic approximation and anharmonic
interactions are neglected; we used the same lattice constant
(4.416 Å) for all our calculations. For these reasons, in our
study, the phonon frequencies do not depend on T at a fixed
lattice constant, and so does not the �S. We note that the
chosen lattice constant does influence the value of the phonon
frequencies, thus the �S and the entropic effects on Gb; anhar-
monic effects may also play a role, although such role was not
considered important for the present study as we found that
the harmonic approximation describes well the free-energy
barrier change with T obtained from MD simulations (see
Sec. III C 2).

III. RESULTS

A. Atomic pathways

After irradiation or implantation, various point defects can
be created in a SiC sample, including vacancies and intersti-
tials. During a subsequent thermal annealing (T > ∼1000 K),
several processes, such as defects’ migration and intercon-
version, can occur; as a result, the VV can be formed by
the aggregation of VC and VSi, if either or both of them are
mobile. Here, we mainly consider those defects and defect
processes that are relevant to the VV formation and dynam-
ics, and we do not consider the defect generation processes
during, e.g., the irradiation step, where VV may be directly
created. Interstitials are not considered due to their low bar-
riers (< ∼1.5 eV) for migration or recombination with close
vacancies [19,55,56]; they are easily removed in the sample
at low temperatures and/or at the early stage of the annealing
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process. Defects like antisites or dopants are not considered
either, as they are immobile at ∼1000 K [1] and thus not
directly involved in the VV formation.

Based on previous studies [19–22,24,49,57] and our chem-
ical intuition, the atomic pathways showed in Figs. 1 and 2
were considered. Those in Fig. 1 are the same as in Ref. [24].
We assumed that the transition-state and the barrier of a
path would not depend on the orientation of the initial and
final defect and thus ignored the defect orientation due to
structural distortions. As mentioned above, the migration of
mono-vacancies (MV) is required for the generation of VV.
We considered the path for VC [Fig. 1(a)] and VSi [Fig. 1(b)]
migration via second-neighbor hops, and the VSi and CAV
interconversion [VSi → CAV and CAV → VSi; Fig. 1(b)] as a
competing process to the VSi migration. The relative stability
of VSi and CAV depends on the EF [19,24,49,57]. A similar
conversion path from VC to silicon-antisite vacancy (SiCVSi)
was not considered, since SiCVSi is not a stable complex [49].

As a result of the MV diffusion, vacancies can aggregate
into neighboring VC-VSi pairs (V-V), from which VV can be
formed [20,21,24]. We considered the V-V2 and V-V3 pairs;
due to limitations imposed by the size of our supercell, V-
V pairs of larger separations between VC and VSi were not
considered. We studied the pairing of V-V to form VV (V-V
→ VV) paths in two different cases: (1) the VC within the
V-V2 (V-V3) migrates toward the nearby VSi to form VV,
denoted as V-V2 → VV @ VC (V-V3 → VV @ VC); and (2)
the VSi within the V-V2 (V-V3) migrates toward the nearby
VC to form VV, denoted as V-V2 → VV @ VSi (V-V3 →
VV @ VSi). The corresponding backward paths were also
investigated describing the dissociation of VV into V-V pairs
(VV → V-V). These paths are shown in Fig. 1(c).

Additionally, we investigated the rotation (Rot.) and mi-
gration (Mig.) properties of VV, which were only briefly
discussed in Ref. [19,21,24] and they remain poorly under-
stood. Knowledge of these pathways is critical to control and
manipulate the VV orientation and location in device appli-
cations. We considered three paths for VV rotational motions
[Fig. 2(a)]. The orientation of VV can be changed via the VC

or VSi migration around another MV (Rot. @ VC or VSi).
In particular, we note a two-step pathway (Rot. @ VCV)
where an intermediate meta-stable complex VCCSiVC (VCV)
is involved.

In Fig. 2(b), we present the paths for the VV migration,
which can be classified into two categories. The VV can
diffuse via the intermediate V-V pairs, where the VV first
dissociate and then reassociate. As mentioned above, we only
considered the V-V2 and V-V3 pairs; the respective paths
are denoted as Mig. @ V-V2 and Mig. @ V-V3. Given the
similarity between the two, we only show the Mig. @ V-V3

path. The migration paths via V-V pairs with larger separation
are not considered, as we expect their barriers to be notably
higher. The VV can also diffuse via a rotation mechanism.
We present two such paths (Mig. @ VC and Mig. @ VCV),
constructed by combining rotational paths in Fig. 2(a).

B. Energy barriers

We obtained the energy barriers (Eb) of the processes
discussed in Sec. III A via the NEB calculations as a

function of the charge state q (see Methods). We summarize
the Eb obtained at the DDH level of theory in Table I and
below we discuss the relative preference of pathways and
the influences of charge state on the Eb and thus the defect
dynamics.

We find that the barriers for MV migration are higher
than ∼3 eV and V+2

C can hardly diffuse (Eb = 5.22 eV). The
VSi migration barriers are overall lower than those of VC;
hence, the formation of VV would occur mostly due to VSi

diffusion. Overall, the VSi and VC migration barriers decrease
with decreasing q, i.e., from positive to negative values. With
decreasing q, the barrier for the conversion of VSi to CAV
(VSi → CAV) increases, while that of the backward process
(CAV → VSi) decreases. Therefore, VSi is more stable when
negatively charged; VSi could transform into CAV if positively
charged. Our results are consistent with former reports based
on DFT calculations [19,20,34,49,57].

Regarding the pairing of V-V to form VV, where one MV
migrates toward the other in its vicinity, we find that the
barriers of this process are smaller than that of the migration of
isolated MVs. For both V-V2 and V-V3, the migration of VSi

toward VC (V-V2/3 → VV @ VSi) turns out to be the favored
path; the migration of VC toward VSi (V-V2/3 → VV @ VC)
presents a higher barrier. These results are consistent with the
finding that the VC migration barriers are larger than those of
VSi. In addition, the barriers of V-V2/3 → VV @ VC weakly
depend on q, while those of V-V2/3 → VV @ VSi decrease
with decreasing q. This trend is likely due to the fact that the
electrons mostly localize on the VSi within the V-V defects.
When the charge state of the V-V changes, only the occupation
of the defect levels localized on VSi is affected; hence the
charge state of VSi will change, while that of the neighbor-
ing VC remains unaffected; so do their respective migration
barriers. We note that the barriers for the backward processes
(VV → V-V) are rather large (Eb > ∼3 eV), indicating that
the VV is a stable defect in SiC.

In the case of the VV rotation, we find the Rot. @ VC path
is unlikely to occur with barriers Eb > 5 eV. The processes
Rot. @ VSi and Rot. @ VCV have similar barriers, with
Eb ∼ (3, 4) eV, and the barrier of Rot. @ VSi (Rot. @ VCV)
decreases (increases) with decreasing q. Hence, the process
Rot. @ VSi (Rot. @ VCV) is favored if VV is negatively
(positively) charged.

For the VV migration, we find that the favored process
is Mig. @ VCV, with barriers Eb of ∼4 eV that are weakly
dependent on q. All other pathways considered here have
instead larger barriers (Eb ∼ 5 eV), and are thus less likely
to occur.

Overall our results show that the defect processes studied
here depend significantly on the charge-state q, and such de-
pendence is different for different pathways. In addition, we
found that multiple, competing pathways may be available
for a given process, with both the energy barrier and the
preferred pathway depending on the value of q. Therefore,
a detailed exploration of available charge states is required
to fully understand the defect dynamics at high temperatures.
Identifying all possible pathways for a given process is also
critical; however, it is extremely challenging, with the NEB
method and MD simulations providing valuable, albeit not
definitive, insights.
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FIG. 3. The computed potential-energy surfaces (PES) at T = 0 K as a function of a collective variable (CV). We show results for four
pathways (shown in Figs. 1 and 2) in the neutral-charge state: (a) V-V3 → VV @ VC (a1)–(a6); (b) V-V3 → VV @ VSi (b1)–(b6); (c) Rot.
@ VSi (c1)–(c6); (d) VC migration (d1)–(d6). In each column, the results were obtained with the same interatomic potential or DFT functional
specified on top of the figure (see Methods). We indicate the initial and final states for each pathway by the red text in column 6 (a6)–(d6); the
initial (final) state is on the left (right)-hand side. We show PESs for both the forward (F; shown in blue) and backward (B; shown in green)
processes (see Methods).

C. Free-energy barriers and entropic contributions

As shown by Eq. (1), instead of directly computing Gb, we
previously approximated Gb using energy barriers (Eb) and
the entropic contribution was only estimated. To gain general
insights on the entropic effect due to the thermal excitation of
phonons on the value of Gb at a fixed lattice constant, here we
consider few pathways in 3C-SiC at one single charge state,
the neutral-charge state, as examples. An accurate evaluation
of Gb and of entropic effects for all relevant pathways and
charge states would certainly be desirable; however, it remains
challenging, due to the high computational cost of coupling
enhanced sampling and FPMD simulations. We first explore
the use of classical MD with interatomic potentials, instead
of FPMD, to reliably calculate the FES and Gb, and we then
examine whether the harmonic approximation is sufficiently
accurate to estimate the Gb. These strategies can assist in
future studies of defect dynamics at high-T .

1. Performance of interatomic potentials

We computed the PESs at T = 0 K via constrained op-
timizations (see Methods) for four pathways, including MV
migration, VV formation, and VV rotation processes; we
compared results obtained with empirical FFs, the MTP po-
tential, and DFT calculations with the PBE functional, shown
in Fig. 3, where the PBE data are considered as reference.

The PESs obtained from empirical FFs are not smooth,
most likely because of the short cutoff distance (<∼ 3–4 Å)
adopted in the derivation of the force fields. The forward
and backward PESs obtained from empirical FFs substantially
differ in several cases; sometimes, metastable configurations,
that are absent in our calculations using the PBE functional,
are explored. In addition, the barriers predicted by empirical
FFs are inaccurate, relative to DFT. For instance, the barrier in
Fig. 3(a2) is remarkably lower than that in Fig. 3(a6). Also, in
Fig. 3(c4), the system is trapped in a metastable configuration
after leaving the potential well of VV [at the lower left of
Fig. 3(c4)]. Overall the empirical FFs adopted here do not
appear to give reliable results, compared to DFT.

Instead, we find a good agreement between the PESs ob-
tained from the MTP model and those of DFT [see also
Gb(0-MTP) vs Gb(0-PBE) in Table II]. Unexpectedly, al-
though the isolated VC migration configurations were not
included in the training data, our MTP model can still yield
reasonable results [Fig. 3(d5)] for the migration process.
This may be due to the fact that the VC migration may
occur via the V-V3 → VV @ VC path [Fig. 1(c)], which
is included in the training dataset. We observe tiny cusps
and hysteresis in PESs obtained from the PBE functional,
e.g., in Fig. 3(c6), indicating minor shortcomings of the CV
adopted here; nonetheless, the transition state appears to be
correctly captured. In Fig. 3(d6), the PESs for the forward and
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TABLE II. Free-energy barriers Gb (eV) and the change of free-energy barrier �Gb (eV). We show results for four pathways (shown in
Figs. 1 and 2) in the neutral-charge state. We show Gb at 0 K and 1500 K obtained using the PBE functional (0-PBE, 1500-PBE) and the
MTP potential (0-MTP, 1500-MTP). We obtained Gb at 0 K (1500 K) from PESs at 0 K (FESs at 1500 K) (see Methods). We also show
�Gb (PBE) = Gb (1500-PBE) − Gb (0-PBE); �Gb (MTP) = Gb (1500-MTP) − Gb (0-MTP). Additionally, we estimated the �Gb using the
harmonic approximation and the MTP potential (MTP-HA). For those paths for which the initial and final states are different (see Fig. 1), we
present results for both the forward and backward processes (see Methods); values in parenthesis are for the backward processes.

Pathways V-V3 → VV @ VC V-V3 → VV @ VSi Rot. @ VSi VC migration

Gb

0-PBE 2.35 (4.34) 1.29 (3.28) 3.07 3.71
1500-PBE 2.24 (4.06) 1.14 (2.98) 2.7
0-MTP 2.06 (3.81) 1.33 (3.08) 2.91 3.86
1500-MTP 1.89 (3.52) 1.07 (2.7) 2.5 3.51

�Gb

PBE –0.11 (–0.29) –0.15 (–0.29) –0.37
MTP –0.18 (–0.29) –0.27 (–0.38) –0.42 –0.35
MTP-HA –0.2 (–0.27) –0.31 (–0.37) –0.42 –0.37

backward processes are not the same but they are symmetri-
cal; this result stems from the two equivalent paths for VC

migration that are symmetrical [49,58]. However, this sym-
metrical behavior is not exactly captured by the MTP potential
[Fig. 3(d5)]. One reason could be the absence of isolated
VC migration configurations in our training data; in addition,
our MTP potential was trained using only configurations at
1500 K, and hence may not correctly describe this subtle
symmetrical behavior observed at T = 0 K.

These comparisons indicate that classical MD simulations
using empirical FFs may not be reliable to obtain the FES, Gb

as well as entropic effects for defect pathways in SiC, while
those using the MTP potential can give more accurate results.

2. Harmonic approximation for entropic effects

Using both classical MD and FPMD simulations, we ob-
tained the FESs and Gb at T = 1500 K. In classical MD
(FPMD) simulations, we used the MTP potential (the PBE
functional); we did not use empirical FFs as they appeared to
be inaccurate for PESs (see Sec. III C 1).

In Fig. 4, we compare the FESs at T = 0 and 1500 K for
three pathways, computed using the same lattice constant. We
observe that the Gb slightly decreases at high temperature,
due to entropic effects [24,50,51]; the trend is the same for
the FESs obtained from the MTP potential and the PBE func-
tional. To better understand these observations, we summarize
some key quantities in Table II. In addition, we computed the
Gb as a function of T using the harmonic approximation (HA;
see Methods).

We find the Gb decreases by ∼(0.1, 0.4) eV from 0 to
1500 K (see �Gb in Table II). Overall, the MTP potential can
reproduce the results of the PBE functional [see �Gb(MTP)
vs �Gb(PBE) in Table II]; we expect that the agreement may
be further improved as the accuracy of the MTP potential
can be systematically increased. Importantly, the HA can ac-
curately capture the barrier change obtained from enhanced
sampling calculations with the MTP potential [see �Gb(MTP)
vs �Gb(MTP-HA) in Table II]. Given that the predictions
from the MTP potential and the PBE functional are similar, we

expect that the HA can reliably predict the Gb behavior using
PBE [�Gb(PBE) in Table II]. However, we did not compute
�Gb using the HA and the PBE functional, since computing
phonon frequencies with the DFT method is rather expensive
for defective structures with low symmetry.

FIG. 4. The computed free-energy surfaces (FES) at T = 0 and
1500 K as a function of a collective variable (CV), with the minima of
FESs at 0 K and 1500 K aligned. We show results for three pathways
(shown in Figs. 1 and 2) in the neutral-charge state: (1) V-V3 →
VV @ VC (a),(d); (2) V-V3 → VV @ VSi (b),(e); and (3) Rot.
@ VSi (c),(f). The results were obtained using the MTP potential
(a)–(c) and DFT simulations with the PBE functional (d)–(f); we
specify whether we adopted the MTP potential or the PBE functional
on top of each column. We indicate the initial and final states for
each pathway by the red text in the second column (d)–(f); the initial
(final) state is on the left (right)-hand side. We obtained FESs at
0 K (1500 K) using constrained optimization (enhanced sampling)
calculations (see Methods).
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FIG. 5. The activation temperature (Ta) for the divacancy (VV)
rotation and migration processes. (a) The Ta for three VV rotation
paths as a function of the Fermi level (EF). (b) The Ta for four VV
migration paths as a function of EF. We refer the EF to the top of
valence band. The atomic pathways are shown in Fig. 2.

Having verified that the HA is valid and accurate to de-
scribe the defect processes in SiC, we ascribe the change of Gb

with T at a fixed lattice constant to entropic effects from the
thermal excitation of phonons, i.e., to the term �Gb = −T �S
[see Eq. (1) and discussion in Sec. II B 4]. Overall we find
that entropic effects reduce the Gb at finite temperatures, but
the reduction is not significant in 3C-SiC; even at 1500 K,
the magnitude of �Gb is usually < ∼10% of Gb. Therefore,
we can safely determine the relative preference of various
pathways by using energy barriers Eb (i.e., Gb at T = 0 K);
however, free-energy barriers Gb (including entropic effects)
are required to quantitatively predict the defect dynamics.
We find that �Gb and �S are different for different paths,
and we also expect them to depend on the charge state.
Hence, it would be desirable to use the path- and charge-state-
dependent �S when approximating Gb at finite temperatures
in future studies of defect dynamics.

D. Activation temperature for VV dynamics

Using the energy barriers Eb at various charge states and
considering entropic effects due to the thermal excitation of
phonons at a fixed lattice constant, we can compute the activa-
tion temperature (Ta) above which a given process is thermally
activated (see Methods). We note that Ta is useful to design the
appropriate annealing temperature in experiments.

In Ref. [24], the processes related to the VV formation
were thoroughly studied. Therefore, here, we only discuss
the VV rotation and migration processes (see Fig. 2), which
are essential to understand the dynamical properties of VV.
We do not consider the VV dissociation into isolated MVs,
which may occur at very high temperatures. Our results
for the activation temperatures are presented in Fig. 5. We
find that VV rotational motions can occur at T < ∼1000 K
[Fig. 5(a)]. The reorientation mechanism depends on the EF.
Under p-type conditions, the Rot. @ VCV path is favored,
while under n-type conditions, the Rot. @ VSi path is favored;
under near intrinsic conditions, the two paths are activated at
similar temperatures. The Rot. @ VC path can take place at

T >∼ 1700 K. We find that the VV starts to diffuse at T ∼
1300 K [Fig. 5(b)]. The Mig. @ VCV path is preferred at all
EF values, and its Ta is nearly independent of the EF, while
the other migration processes can occur at T >∼ 1500 K.
It is worth mentioning that our predicted Ta for VV migra-
tion (∼1300 K) is consistent with experimental observations
that employing annealing temperatures >1300 K leads to a
reduction of the VV concentration due to its diffusion (see
discussions in Ref. [24]). Further experiments to validate our
predictions for the VV reorientation are desired.

Given that EF depends on T , only a certain range of EF val-
ues in the band gap is accessible under annealing conditions.
Here, we consider 1200 K as an example, that is the estimated
optimal annealing temperature for the VV formation [24];
we also consider a n or p doping <1018 cm−3. According
to Supplementary Information Fig. 4 in Ref. [24], the EF in
3C-SiC should be in the range of ∼(0.52, 1.86) eV, relative
to the top of the valence band. These values indicate that
VV+1/0 could be relevant defects, while VV−1 is unlikely to
be present in the VV dynamics at high T (see Supplementary
Information Fig. 1 in Ref. [24]). The case where the VV
rotates with low effective barriers [i.e., Ta ∼ (700, 900) K]
would require the EF to be close to the band edge [Fig. 5(a)]
and hence it is unlikely to occur. For the VV migration,
the Ta of the most favorable path (Mig. @ VCV) remains
nearly unaffected [Fig. 5(b)] by the narrowing of the available
EF range. These results show that we should consider the
Fermi level corresponding to the annealing temperatures of
interest to predict the defect dynamics during the annealing
experiments.

IV. CONCLUSIONS

By coupling first-principles nudged elastic band calcu-
lations and molecular dynamics simulations with enhanced
sampling, we investigated the creation, rotation, and migration
of the double vacancy VV in 3C-SiC. We found that the VV
rotation can be activated below ∼1000 K and the VV migra-
tion can be activated at ∼1300 K. These results complement
those on the VV formation reported in Ref. [24], overall pro-
viding detailed predictions to control the VV orientation and
location in a sample undergoing annealing after irradiation.
The energy barriers were computed for various pathways at
several charge states and we found that the energy barrier of a
given path depends on the charge state and such dependence
is different for different paths. Our results showed that several
competing pathways may exist for a given process, and their
relative preference depends again on the charge state of the
defects involved in the process. Entropic effects from the ther-
mal excitation of phonons on the free-energy barriers at a fixed
lattice constant were evaluated for few, exemplary pathways in
the neutral-charge state, and found to moderately reduce the
free-energy barriers by ∼(0.1, 0.4) eV from 0 to 1500 K, with
the results being again path dependent. We also found that the
harmonic approximation is accurate to capture entropic effects
and hence evaluate free-energy barriers. Finally, we demon-
strated that machine learning potentials, e.g., the MTP model,
can correctly describe defect transformation processes in 3C-
SiC, while all empirical FFs tested here gave unsatisfactory
results. Therefore, classical MD based on machine learning
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potentials can be a cheaper alternative to FPMD to obtain free-
energy surfaces, provided reliable training sets can be gener-
ated to obtain the potential. We emphasize that enhanced sam-
pling calculations are critical to obtain proper training config-
urations near the transition state of a given path and hence
reliable machine learning potentials. However, it remains dif-
ficult to investigate defect transformations in multiple charge
states using interatomic potentials, where one cannot tune
the number of electrons of the system, with the treatment of
the spin state of defects bringing an additional complexity.
While MTP like potentials are useful tools to study paths
of a known charge state and generate trajectories of length
unaffordable with FPMD simulations, the latter remain the
reference method to study the dynamics of spin defects.

Our study indicates that considering all the available charge
states of the defects is key to understand and further engineer
the point defect dynamics and formation. The charge-state
dependence of defect transformation barriers can guide the
design of, e.g., the suitable doping condition of the sample
and the control of the Fermi level during the high-T annealing,
so as to promote or inhibit certain pathways. In addition, the
exploration of thermodynamically unstable charge states can
lead to lower effective barriers and thus to a more accurate

design of annealing temperatures in experiments. To correctly
predict the atomistic mechanism of defect dynamics, the abil-
ity to access and examine all relevant competing pathways
of defect processes is desired; however, such determination
remains a nontrivial task. Finally, we expect entropic effects
to be significant in determining the free-energy barriers at
temperatures higher than considered here, and possibly also
in the study of other hosts.
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