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General purpose potential for glassy and crystalline phases of Cu-Zr alloys
based on the ACE formalism
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A general purpose machine-learning interatomic potential (MLIP) for the Cu-Zr system is presented based on
the atomic cluster expansion formalism [R. Drautz, Phys. Rev. B 99, 014104 (2019)]. By using an extensive
set of Cu-Zr training data generated withdensity functional theory, this potential describes a wide range of
properties of crystalline as well as amorphous phases within the whole compositional range. Therefore, the
machine learning interatomic potential (MLIP) can reproduce the experimental phase diagram and amorphous
structure with considerably improved accuracy. A massively different short-range order compared to classica
interatomic potentials is found in glassy Cu-Zr samples, shedding light on the role of the full icosahedral motif
in the material. Tensile tests of B2-CuZr inclusions in an Cu50Zr50 amorphous matrix reveal the occurrence of
martensitic phase transformations in this crystal-glass nanocomposite.
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I. INTRODUCTION

Cu-Zr based alloys are among the most studied systems
in atomistic simulations of metallic glassess (MGss) [1–6].
Cu-Zr exhibits a complex phase diagram with various inter-
metallic phases [7–12] and is known to form an amorphous
phase in a wide compositional range [13–16].

MGss often show high strength, large elastic strain limits,
and hardness, as well as better corrosion and wear resistance
compared to crystalline phases of the same materials [17–19],
but do not exhibit work hardening and tend to fail catas-
trophically under high loads due to shear band localization.
Embedding nanocrystallites into an amorphous matrix can
improve their ductility [20–22]. The deformation mechanisms
in such systems, however, are complex and difficult to inves-
tigate, experimentally.

Classical molecular dynamics (MD) simulations that rely
on empirical interatomic potentials (IPs) continue to play in
an important role in understanding the structural, thermody-
namical, and mechanical properties of MGss [4,23–26].

Several classical IPs have been developed for Cu-Zr
[1,27–32]. Most of them are based on the embedded atom
method (EAM) [33], the Finnis-Sinclair, or effective medium
theory (EMT) formalisms [34,35], while some also apply the
modified embedded atom method (MEAM) [36,37], which
extends the EAM with angular-dependent terms. Classical IPs
can typically describe selected areas of the Cu-Zr phase space
with good accuracy, but do not cover the complex energy
landscape and interactions between crystalline and amorphous
phases over a wide compositional range.
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At this point, machine learning interatomic potentials
(MLIPs) offer the possibility of improvements [38,39]. They
have seen significant scientific and technical progress over the
last two decades and are able to describe different classes of
materials with an accuracy close to density functional theory
(DFT), while being orders of magnitude faster. Successful
developments in the area of atomic environment descriptors
include the smooth overlap of atomic positions (SOAP) [40],
moment tensor potential [41], and atomic cluster expansion
(ACE) [42].

On the technical side, several types of MLIPs have been
included in the atomistic simulation code LAMMPS [43] over
the last few years, increasing their accessibility and applicabil-
ity in large-scale simulations.

In the following, we present an Atomic Cluster Expansion
(ACE) potential applicable to amorphous and crystalline Cu-
Zr over the whole compositional range. By thermodynamic in-
tegration, we show that the whole concentration-temperature
phase diagram of this binary alloy can be reproduced. Char-
acteristic features of the boundary phases, including stacking
fault and defect formation energies, can be described. In
combination with MD simulations, we show that the poten-
tial can be used to produce glasses with a more accurate
local topology than previous potentials and that a B2-CuZr
inclusion in an amorphous matrix under load undergoes a
martensitic phase transition to the B19’ phase in accordance
with experiments. Thus, the model opens avenues for studying
thermomechanical properties of the binary alloy Cu-Zr with
near DFT-accuracy.

II. METHODS

In this paper, the ACE formalism was chosen for fitting a
MLIP for the binary alloy Cu-Zr. With GPU acceleration, this
potential type outperforms alternative schemes in computa-
tional performance at comparable accuracy [44,45]. Hence, in
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the context of glassy phases, this Cu-Zr ACE potential even-
tually allows us to use quench rates of 1×1010 K/s for models
with a few hundreds or thousands of atoms and 1×1011 K/s
for hundreds of thousands of atoms, similar to those typically
used with EAM potentials.

A. Training data

The choice of training data sets implicitly determines
which type of problems can be studied by an interatomic
potential and also sets the limit for the achievable accu-
racy. Since we are aiming for a general purpose potential,
the training data set contains a diverse set of structural and
chemical information obtained from elemental phases, various
intermetallic phases, and amorphous structures in equilibrium
and nonequilibrium configurations. For pure Cu and Zr, vari-
ous lattices (FCC, HCP, BCC, SC, and diamond type) were
used. In the case of mixed crystalline phases, the training
structures included simple binary phases constructed using
the ASE package and all intermetallic Cu-Zr phases from
the Materials Project (MP). Amorphous training structures
were generated by running cook and quench simulations with
the Mendelev Cu-Zr potential from 2009 [30]. Pure crys-
talline, intermetallic, and amorphous structures were relaxed
using DFT. Subsequently, structures with isotropically in-
creased and decreased volume, deformations for elastic con-
stants, grain boundaries, vacancies, interstitials, and surfaces,
as well as random atom displacements and cell distortions
were created, and their energies and forces were calculated
using DFT. Relaxed and modified structures were included in
the fit to cover a wide configurational space. The whole com-
positional range of glasses was covered by using 128 atom
structures for the amorphous samples with a Zr content rang-
ing from 20% to 80% in one-atom steps. In total, the training
data set amounts to 24 232 structures or 2 168 544 atoms. An
additional data set containing 4242 structures with an average
size of roughly 118 atoms was used for testing. It contains
randomly rattled and deformed structures as well as interfaces
between pure Cu and Zr with amorphous structures, where
the composition of the amorphous phase was varied from
0% to 100% Zr.

Both data sets were filtered to not contain structures with
a maximum absolute force greater than 50 eV/Å, formation
enthalpies of 10 eV/atom above the convex hull, a volume per
atom of more than 150 Å3, and a minimal distance between
atoms smaller than 1.4 Å.

To probe the robustness of the training data set, we em-
ployed the active learning capabilities of the MLIP package
[46]. We fitted an additional moment tensor potential and ran
cook and quench MD simulations with temperatures up to
3000 K on roughly 500 FCC structures with 108 Cu and Zr
atoms randomly assigned to lattice sites. No structures with a
high extrapolation grade were found, showing that the training
data covers a wide range of configurations up to and including
the liquid regime.

DFT calculations were carried out using VASP [47–49]
with the Perdew-Burke-Ernzerhof (PBE) exchange-
correlation functional [50] and projector augmented wave
pseudopotentials [51]. A plane wave energy cutoff of 350 eV
and k-point spacings of 0.1 2πÅ−1 for crystalline phases and

2/13 2πÅ−1 for amorphous phases were used. The complete
set of training data is freely accessible on ZENODO [52].

B. Fitting

We fitted four distinct parametrizations with 514, 1352,
2838, and 6084 basis functions and a cutoff of 7.6 Å. The
cutoff corresponds to the value used in several Cu-Zr Em-
bedded Atom Method (EAM) potentials by Mendelev et al.
[1,30,31]. As expected, more basis functions lead to a higher
accuracy for the training data set, but are slower to evaluate.
Additionally, the description of the test data set was worse
with more functions, indicating overfitting. With the use case
of amorphous phases and crystal/glass matrices in mind, we
highly valued the increased speed and transferability and de-
cided to use the potential with 514 basis functions. Energies
and forces were weighted using energy-based weighting as
described in Ref. [53] with �E 0.4 eV and �F 1 eV/Å. Here
the weight wS for a structure is assigned according to the
distance of its energy E from the convex hull of formation
energies Eh according to

wS = 1

(E − Eh + �E )2
(1)

and forces are weighted based on their absolute value F as

wF = wS

F 2 + �F
. (2)

This leads to a higher weight for structures close to the convex
hull and for small forces. The relative weight of energies was
set to 0.99, that of forces to 0.01. DFT energies were shifted
to reproduce the cohesive energies of pure FCC Cu and HCP
Zr from the NIST-JANAF thermochemical tables [54].

C. Molecular dynamics simulations

MD simulations were carried out using LAMMPS [43].
Nosé-Hoover thermo- and barostats and a time-step length
of 2 fs were applied in all simulations. If not otherwise
noted, glass samples were produced by melt quenching from
1700 K to 300 K with a quench rate of 1×1011 K/s.

All DFT and MD simulations were performed with the
aid of the PYIRON package [55], ensuring a high level of
reproducibility. It offers interfaces to several atomistic simu-
lation codes and protocols to calculate properties such as bulk
moduli and elastic constants, which were used in this paper.

For moving boundary (MB) calculations, a crystalline
structure was equilibrated at the target temperature and a
liquid scaled to the same axis lengths in the interface plane
was created, only allowing cell changes along the axis normal
to the interface. Following this, the crystalline and liquid
structures were stacked along the z axis and MD simulations at
the target temperature were carried out, again with fixed x and
y axis, while the z axis was subject to a barostat. Monitoring
the potential energy during the simulation shows which phase
grows and therefore whether the target temperature is above
or below the melting point.

Bulk moduli were calculated using the corresponding
Pyiron protocol. It applies isotropic volume deformation, so
the reported values for noncubic cells have a small error due
to the neglected anisotropy. Elastic constants were calculated
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using Pymatgen [56]. When using DFT, the k mesh was kept
constant between the reference and deformed cells instead of
applying a k-point density, to prevent abrupt changes from
interfering with the necessary fits. All values were calculated
clamped, i.e., without ionic relaxation, to obtain finite force in
well defined structures.

Gibbs energies for melting temperatures and the phase
diagram were calculated using the Calphy package [57]. It em-
ploys thermodynamic integration via a switching parameter
and reversible scaling to obtain Gibbs or Helmholtz energies
in a mostly automated manner. Structures were replicated to
sizes >10000 atoms and temperature sweep calculations were
carried out over 300000 switching steps.

To compute the concentration-temperature phase diagram
for our potential, the Gibbs energies G of pure and intermetal-
lic phases in solid and liquid states were calculated using
Calphy. The free energies of mixtures were calculated on a
concentration-temperature grid in steps of 1 % and 1 K, where
the concentration grid was supplemented with the concentra-
tions of intermetallic phases. For solid-solid and solid-liquid
mixtures, G was obtained as a linear combination according
to the lever rule. Gliquid was interpolated to arbitrary con-
centrations using the Scipy Clough-Tocher 2D interpolator
[58]. Phases were treated as stoichometric compounds, i.e.,
solubility was neglected in all cases. After obtaining G for all
possible phases and phase combinations on the concentration-
temperature grid, the stable phase was determined at each grid
point.

For visualization and analysis of structural features, OVITO

PRO [59] was used. The total structure factors (TSFs) were
determined on samples containing 256 000 atoms that were
quenched from the melt with a rate of 1×1011 K/s. For the
calculation the radial distribution function was obtained as
average of 40 snapshots taken over 1 ns in an NPT simulation
at 300 K and 0 Pa.

On an atomistic level, amorphous alloys can be char-
acterized using Voronoi tessellation. The resulting coor-
dination polyhedra are described by their Voronoi index
〈n3, n4, n5, n6, ...〉, which denotes the number of 3, 4, 5,
6,... edged faces of the polyhedron. Voronoi indices were
determined using the corresponding Ovito functionality for
polydisperse Voronoi tessellation with particle radii of 1.35
for Cu and 1.55 for Zr. This is similar to other works [3,60].
Even though exact radii are rarely provided, the possible im-
pact on conclusions in this paper is marginal, as shown in the
Supplemental Material [61].

III. RESULTS

Fitting a general purpose MLIP requires that the training
data spans a wide phase space, while it may be beneficial
to apply stricter filtering criteria for more specialized poten-
tials. Figure 1 summarizes the energy-volume range spanned
by our training data and the overall accuracy of the ACE
potential in relation to the DFT reference. Formation en-
ergies and volumes span a wide range of 10 eV/atom and
150 Å3/atom over the whole compositional range, as shown
in Fig. 1(a). Figures 1(b) and 1(c) show the error of calcu-
lated energies as a function of the distance from the convex
hull and force correlation for the potential, compared to DFT

data. The energy and force root mean square errors (RMSEs)
are 11.5 meV/atom and 14.2 meV/atom and 168 meV/Å and
188 meV/Å for the train and testing data sets, respectively.
With respect to energy RMSEs of ∼1 meV/atom promised
by the MLIPs for specific systems [42,62], these numbers
seem large. However, higher accuracies are often achieved for
single element systems or by applying much stricter filtering
criteria to the training and test data. This decreases the error
and could help fit potentials for special purposes, but reduces
the transferability to different problem settings, opposing the
goal of this paper to fit a general purpose potential. Further-
more, as a result of the energy-based weighting scheme, the
errors are lower for structures closer to the convex hull, i.e.,
structures that are important for most problems. This can be
seen in Fig. 1(d), which shows the cumulative energy RMSE
as a function of the distance from the convex hull, highlight-
ing that a direct comparison to reference energies and forces
alone is not a very useful measure to assess the accuracy
of MLIPs.

A. Crystalline phases

An accurate description of energies and forces is a ne-
cessity for a good potential, but does not directly relate to
properties that can be compared to other potentials or ex-
periments. Therefore, some relevant properties of crystalline
Cu-Zr phases are evaluated in this section, starting with pure
Cu and Zr, before intermetallics are assessed. Table I shows
lattice constants, vacancy formation energies, bulk moduli,
elastic constants, and transition temperatures of Cu, Zr, and
CuZr-B2 calculated with DFT and our ACE potential, as well
as experimental data when available.

1. Copper

Cu is a metal with FCC structure and no other polymorphs
up to the melting point. As described in the training data
section, we also included other structure types in the fit for
teaching the potential about unfavorable configurations. In
the following, we restrict the discussion to the relevant FCC
structure. All results are summarized in Table I.

The Cu-Zr ACE potential shows excellent agreement with
the reference DFT data, but slightly overestimates its lattice
constant compared to experiments.

Clamped and relaxed vacancy formation energies E f
vac for

Cu are lower than the reference DFT values by roughly
0.15 eV, while experimental values for Cu are about 0.2 eV
larger. According to Glensk et al. [76], the experimental
values should be revised, however, because the applied ex-
trapolation from high-temperature measurements to formation
energies at 0 K is not taking all anharmonic effects into ac-
count. By applying their corrections, a vacancy formation
energy of 1.06 eV is obtained for FCC Cu, which fits very
well to the results from DFT.

Since the error of E f
vac seems rather large, we used it as

a test case and compared the performance of our general
purpose Cu-Zr potential to a potential fitted with exactly the
same settings, but only to the Cu training data. The resulting
potential leads to clamped and relaxed formation energies of
E f ,clamped

vac = 1.12 eV and E f
vac = 1.09 eV with a much lower

error of 0.01 eV. This clearly shows that the use of a limited
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FIG. 1. Energy-volume relation of the training and test data sets (a), energy error with respect to the distance from the convex hull (b),
force scatter plot (c), and cumulative energy RMSE as function of the distance from the convex hull (d). In (b) and (d), the impact of using
training data that covers a wide range of energies and of the applied energy based weighting scheme can be observed.

training data set can be beneficial when fitting a potential for
a specific purpose.

Bulk modulus and other elastic constants are well de-
scribed, both in comparison with DFT and with experimental
data. The melting temperatures calculated with the MB
method and CALPHY agree well, but are about 135 K lower
than the experimental value. An underestimation of melting
points is expected when using the PBE functional and indeed
the ACE value corresponds well to the one reported by Zhu
et al. [73], who developed the TOR-TILD approach to cal-
culate the melting temperature directly from ab initio MD
simulations.

Another interesting property of FCC metals are the stack-
ing faults occurring on {111} planes. They play an important

role for the formation of partial dislocations, twin boundaries
and cross slip. Borovikov et al. [77] demonstrated that it is
possible to fit potentials reproducing several other proper-
ties with high accuracy but widely different stacking fault
energies, highlighting the importance of explicitly testing
this property. For this purpose, we calculated the generalized
stacking fault (GSF) energy along the 〈112〉 direction and the
energy of the gamma surface on a regular 11×11 grid with
DFT and our potential. Atoms in the structure were allowed to
relax in the direction of the surface normal, but not in plane.
The results are shown in Fig. 2. Stable and unstable GSF
energies are listed in Table I, again showing good agreement
between DFT and potential data with errors of 10 mJ/m2 and
4 mJ/m2, respectively.
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TABLE I. Lattice constants, bulk moduli, vacancy formation energies, melting temperatures and Cu GSF.

Lattice constants [Å] Exp. DFT (0 K) ACE (0 K)

CuFCC 3.602 (0 K) [63] 3.634 3.634
ZrHCP-a 3.229 (4.2 K) [64] 3.235 3.228
ZrHCP-c 5.141 (4.2 K) [64] 5.172 5.189
ZBCC 3.579 (0 K) [65] 3.574 3.576
CuZr 3.246 (0 K) [66] 3.273 3.272

E f
vac [eV] Exp. Clamped Relaxed

DFT ACE DFT ACE
CuFCC 1.27-1.29 [67,68] 1.11 0.96 1.08 0.92
ZrHCP >1.5 [69] 2.06 1.92 1.94 1.88
ZrBCC 2.18 1.82 −0.79 −0.97

B [Gpa] Exp. DFT ACE
CuFCC 142 [70] 139 149
ZrHCP 95 [71] 98 115
ZrBCC 90 116
CuZr 121 134

C11 Exp. DFT ACE
CuFCC 177 [70] 180 202
ZrHCP 155 [72] 173 206
ZrBCC 71 101
CuZr 143 168

C12 Exp. DFT ACE
CuFCC 125 [70] 117 121
ZrHCP 67 [72] 42 81
ZrBCC 97 136
CuZr 110 127

C44 Exp. DFT ACE
CuFCC 81 [70] 85 95
ZrHCP 36 [72] 31 45
ZrBCC 24 7
CuZr 44 45

Ttransition [K] Exp. DFT ACE (MB) ACE (Calphy)
CuFCC↔Melt 1358 [8] 1251 ± 15 [73] 1225 1223
ZrHCP↔BCC 1136 [8] 938
ZrBCC↔Melt 2128 [74] 1693 1699
CuZrB2↔Melt 1208–1233 [8,9,75] 870 ± 50 865
Cu GSF energy [mJ/m2] DFT ACE
Stable 41 31
Unstable 171 167

2. Zirconium

Zr is more complex than Cu. At room temperature, it has a
HCP structure and undergoes a phase transition to BCC before
melting.

The lattice constants for both phases deviate by less than
1% from the experimental and DFT data. Both transition
temperatures are underestimated compared to experiment, as
expected for PBE, but in this case no DFT data is available for
direct comparison. Experimentally, the Zr vacancy formation
energy is not measured with high accuracy, but DFT and
ACE values agree reasonably well. For BCC Zr, the relaxed
vacancy formation energy at 0 K is negative. This happens

because the structure has a soft phonon that collapses to one
where many atoms have HCP-like coordination during relax-
ation, which is energetically favorable at 0 K. Elastic constants
are not described as well as in the case of Cu. Again, this
could be improved by fitting a specialized Zr potential, but
we assume that the more complex nature of Zr-Zr bonds with
stronger angular dependencies leads to lower accuracies for
the same set of basis functions. For testing this assumption,
we also fitted a potential with the same settings to the Zr
training data, only, and obtained an RMSE for the energies of
14.7 meV/atom compared to 3.1 meV/atom for the pure Cu
potential. Since training data sets for Cu and Zr were produced
and filtered with the same procedure, the much larger error
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FIG. 2. Cu GSF energy along 〈112〉 on a {111} plane and γ surface calculated with DFT and ACE.

for Zr is indicative for the higher complexity of interatomic
interaction in this metal.

3. Intermetallic phases

Cu-Zr alloys can form several intermetallic phases. Their
exact composition, crystal structure, and stability range are
controversially discussed and, therefore, published phase dia-
grams differ significantly [11,12].

The phase diagram calculated with our potential is shown
in Fig. 3 in comparison to the result of He et al. [10], which
was chosen as reference because it is consistent with the
PBE training data except for the low temperature stability of
Cu5Zr. For the calculated phase diagram, the 0 K formation
energies were shifted to the DFT values, which is necessary to
stabilize the Cu8Zr3 phase. A version without the corrections
is provided in the Supplemental Material Fig. S5 [61]. Besides
the wrong melting points, that are expected when using PBE
data, good agreement with the experimental work is achieved,
especially for the Cu rich side. In the following, we will
shortly discuss each Cu-Zr phase present in the phase diagram
starting at low Zr concentrations.

The intermetallic phase Cu5Zr is missing in our computed
phase diagram. Its Gibbs energy compared to the stable phases
is shown in Fig. 3(d). An energetic shift of a few meV/atom
would stabilize it. This instability can be directly attributed
to the PBE reference data, which places it about 8 meV/atom
above the convex hull. Other authors included a Cu9Zr2 phase
instead of the Cu5Zr one [8,9,78], and sometimes the phase is
considered stable only at elevated temperatures [12].

For Cu51Zr14, the calculated melting point agrees very well
with the data of He et al. Sometimes this phase is considered
the high-temperature phase [78,79].

Similar to Cu51Zr14 the phase transition temperature of
Cu8Zr3 is well reproduced. Again some authors suggest that
it is only stable at elevated temperatures [7,9,78,79].

Cu24Zr13 and/or Cu2Zr are sometimes included in phase di-
agrams [7,9,12,78] over very small stability ranges at elevated
temperatures, but their crystal structure and exact composition
remain unclear and other authors considered them artifacts of
the applied experimental procedure [8,80].

For Cu10Zr7 some authors again suggested an eutectoidal
decomposition at lower temperatures [12,81], while it lies on
the convex hull according to our DFT data.

CuZr-B2 should become thermodynamically stable at el-
evated temperatures, but this phase does not appear in the
calculated phase diagram. Figure 3(d) shows its Gibbs en-
ergy compared to the stable Cu10Zr7-Cu2Zr mixture. A very
small difference of 5 meV/atom would be sufficient to change
the transition temperature from roughly 1350 K predicted by
our potential to the experimental value. Technologically, this
phase is of interest because it undergoes a martensitic phase
transition from the B2 to B33 and B19’ structures upon fast
quenching or mechanical deformation. This phase transfor-
mation was found to improve the ductility when included
in glass samples [82] (see also Sec. III C) and causes a
shape memory effect [83]. Therefore, we investigated the
dynamic stability of B2 and the phase transition in more
detail. In the harmonic approximation, the potential predicts
B2, B19’, and B33 CuZr to be dynamically unstable at 0 K,
as they show soft phonon modes (phonon dispersions calcu-
lated with PHONOPY [84,85] are shown in the Supplemental
Material [61]). However, MD simulations of small B2 and
B19’ particles did not show a spontaneous phase change.
To further investigate this, we calculated the finite tempera-
ture phonon dispersion containing anharmonic effects up to
fourth order of the B2 phase, which is shown in Fig. 4(a).
It does not contain any soft modes. The calculations were
done with the self-consistent phonon method implemented in
ALAMODE [86,87].

According to the work of Hatcher et al. [88,89], the B2-
B19’ transition does not have a barrier for the common shape
memory alloy NiTi in DFT calculations when following a
specific two-step transformation path. First, the middle two
layers of a six-layer {011} B2 structure are displaced by
half a0/2 along the 〈100〉 direction. Then the monoclinic
angle changes to the equilibrium one. Following this path
for B2 CuZr, we found a small barrier for the first step
and no barrier for the second. The corresponding energy is
shown in Fig. 4(b). Table I includes several properties of
the B2 phase compared with DFT data and experiment when
available.
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FIG. 3. Phase diagrams based on the work of He et al. [10] (a) and calculated with our potential (b), along with 0 K formation energies
calculated with DFT and ACE (c), and Gibbs energies of Cu5Zr and CuZr phases compared to the stable two phase mixtures at corresponding
concentrations as calculated with ACE. For (b) and (d), formation energies at 0 K were shifted to the DFT values.

Some phase diagrams include Cu5Zr7 or Cu5Zr8

[7,9,78,79], which becomes stable in a similar temperature
range as CuZr, but again their crystal structure is unclear.
Additionally, they did not occur in annealing experiments by
Zhou and Napolitano [81].

CuZr2 occurs in all phase diagrams and is stable from 0 K
up to the melting point, which is heavily underestimated for
our potential. Sometimes a high- and low-temperature modifi-
cation with I4/mmm and an unresolved superstructure of it are
considered, where the transition occurs around 1200 K [7,9].
In our case, we used the I4/mmm structure, which is stable at
0 K according to our DFT data and was used by most authors
[8,78,81].

We expect that neglecting solubility causes a small error in
the region close to pure Zr, because the HCP and, especially,
the BCC phases show a solubility of a few percent, while
all other phases are line compounds according to published
phase diagrams. The minor energetic differences necessary to

stabilize Cu5Zr and CuZr illustrate the capabilities of modern
MLIPs, but also their limits due to the lack of more accurate
reference data. Here, the MLIP-aided calculation of phase
diagrams could be used in the development of exchange-
correlation functionals by offering another way to evaluate
them. Another promising route for improvements is the direct
use of experimental data for the fitting process, which has seen
considerable progress and was recently implemented for some
neural network based potentials [90–92].

Errors in formation energies compared to DFT data for
our potential and classical IPs from Mendelev et al. (EAM),
Kim and Lee (Modified Embedded Atom Method (MEAM)),
and Pǎduraru et al. (Effective Medium Theory (EMT))
[27,29,31,93] are shown in Fig. 5. As can be seen, the forma-
tion energy is accurately reproduced for all structures included
in the training data, while classical potentials have much
higher errors. DFT data calculated using the Perdew-Wang
exchange-correlation functional was used for the Mendelev
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FIG. 4. Finite-temperature phonon dispersion including anharmonic interactions calculated with the self-consistent phonon method (a).
For comparison, the phonon dispersion as calculated with the harmonic approximation is shown as a black line. Also shown is the energy
along the transformation path from B2 to B19’ used by Hatcher et al. [88] for NiTi (b). Contrary to their findings for NiTi, our potential
predicts a small barrier for CuZr.

and Paduraru potentials, so the results should be compa-
rable. The Kim potential was fitted to experimental data
for CuZr.

The extrapolation behavior is tested with the C14, C15, and
C36 Laves phases, which were not included in the training
data. We have chosen Laves phases because systems with
similar ionic radii and some ternary compounds including
Cu-Zr have stable C14 or C15 phases [94,95]. Additionally,
the C14 phase is stable at room temperature for the Mendelev
Cu-Zr potential from 2009 [96] and energetically very fa-

vorable compared to the amorphous phase. In combination
with a low kinetic barrier, this leads to crystal nucleation
on timescales accessible via MD simulations [97], thus
showing the importance of an accurate description of forma-
tion enthalpies.

For the Laves phases, the ACE potential performs worse
compared to the structures explicitly included in the training
data, but even when extrapolating it performs much better
than the classical potentials. Note that the Mendelev potential
used for the comparison is the version from 2019 [31], which

FIG. 5. Errors in formation energy of our ACE and several classical IPs compared to DFT data for structures included in training (white
background) and extrapolating to Laves phases (gray shaded area). All formation energies are calculated with respect to CuFCC and ZrHCP.
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FIG. 6. Total structure factor of MGss at 300 K simulated with the ACE MLIP (a) and Mendelev EAM potential (b) in comparison to XRD
data from Ref. [98]. Experimental compositions were Cu65Zr35 and Cu35Zr65 instead of Cu64Zr36 and Cu36Zr64, respectively. S(q) are shifted
by +2 and +1 for Cu64Zr36 and Cu50Zr50 to make them more visible. The data obtained with the Mendelev potential do not show an accurate
splitting of the second peak. Additionally, the height of the first peak of Cu64Zr36 is much more accurate for the ACE potential.

reduced the overstabilization by including the formation en-
ergy of Cu2Zr Laves phases in the fit and consequently
manages to outperform our ACE for C15 Cu2Zr.

B. Amorphous structure

The structure of Cu-Zr MGss has been the topic of several
experimental and theoretical studies [3,32,98,99]. However,
on the atomistic scale, many details are still unclear and re-
sults are contradictory. Here, we will discuss details of the
amorphous structure produced by our ACE potential and show
that common assumptions established due to the usage of
empirical potentials are inconsistent with DFT and experi-
mental data.

1. Comparison with experiment

To be able to compare structures produced with our poten-
tial with experimental data, we calculated their TSF, which
can also be obtained directly by diffraction experiments. In
Fig. 6(a), the TSF of 256 000 atom samples quenched from
the melt with a quench rate of 1×1011 K/s using ACE is
shown together with x-ray diffraction measurements from
Mattern et al. [98]. For comparison, Fig. 6(b) shows the TSF
for structures produced in the same manner, but using the
Mendelev potential, which was chosen due to its capability
to excellently describe the TSF of the melt [31]. The ACE
data matches very well with the X-ray diffraction (XRD) data,
indicating excellent reproduction of experimental structures.
The Mendelev structures, on the other hand, do not show
accurate splitting of the second peak. Additionally, the height
of the first peak of Cu64Zr36 is much more accurate for the
ACE potential.

2. Topology

The TSF obtained for the structures quenched with the
ACE MLIP agrees excellently with data directly accessible
by experiments. Now we focus on local structural motifs
characterized by Voronoi polyhedra. In the existing literature

on Cu-Zr using MD simulations, Cu-centered full icosahe-
dras (FIs) with the Voronoi index 〈0, 0, 12, 0〉 are considered
to be the primary structural motif in amorphous Cu-Zr
[3,97,100,101]. For example, Ding et al. [3] found up to
25.6 %, respectively, 22.4 % of all atoms being in the center
of a FI for the Cheng [32] and Mendelev (2009) potentials
[30] in Cu64Zr36 MGss [102].

Direct experimental quantification of Voronoi polyhedra
is not possible. Single diffraction measurements can measure
the TSF. Partial pair correlation functions can be obtained by
combining multiple diffraction experiments, but they do not
give an atomistic picture of the structure. Thus, a combination
with atomistic models is required to obtain more insights.
Mattern et al. studied Cu-Zr MGss using a combination of
diffraction experiments and reverse Monte Carlo modeling
and found FIs in much smaller fractions of 6.3% of all atoms
for Cu65Zr35 [98]. They report a plethora of different struc-
tural motifs instead of a single dominating one. The reason
for this could be, however, that Reverse Monte-Carlo (RMC)
always finds the most random structure that fulfills a certain
convergence criterion [3].

Figure 7 shows the population of structural motifs in the
glass samples also used to calculate the TSF. All motifs that
occurred with a frequency of at least 1% in one of the com-
positions are included. Similar to the structure proposed by
Mattern et al., no dominating motif exists. Additionally, the
amount of FIs corresponds very well to their reported values
of 6.3%, 4.5% and 3.5% for Cu65Zr35, Cu50Zr50, and Cu35Zr65

respectively. As previous simulation studies found that the
fraction of atoms in the FI motif increased drastically with
decreasing quench rates [3,31], we calculated their amount for
samples quenched with 1×1014 K/s to 1×1011 K/s. The result
is shown in the Supplemental Material in Fig. S7 [61]. Far less
FI were found with respect to the quench rate than, for exam-
ple, in Refs. [31,101]. Furthermore, their number increased
only slightly with decreasing quench rates. Considering these
results and the excellent agreement with the experimental
TSF, we do not expect major changes in the structures when
using lower quench rates.
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FIG. 7. Population of Voronoi polyhedra in ACE MGs samples.

3. Energetics

Finally, we investigated how the structure influences the
energetics of the amorphous phase. Therefore, we compared
MGs structures produced with ACE and the Mendelev 2019
potential. For each potential and composition, three sam-
ples with 256 atoms were produced using a quench rate of
1×1010 K/s. Then, volume and atomic positions were relaxed
with DFT, and both potentials and their formation energies
were calculated. The results are shown in Fig. 8. As can be
seen, DFT and ACE values agree very well across all samples
and the structures produced with ACE are favorable according
to both DFT and ACE data, while the Mendelev potential
predicts its own structures to be more stable. The DFT data
suggests that MGss with higher Cu concentrations have lower
formation energies, compared to their Zr rich counterparts.
The Mendelev potential, however, predicts the Zr rich glasses
to be more stable.

FIG. 8. Formation energy of MGs samples produced with
ACE and Mendelev potentials as calculated with DFT, ACE, and
Mendelev potentials. CuFCC and ZrHCP were used as reference states.

DFT relaxation also gave an additional hint that the amount
of FIs coordinated atoms is heavily overestimated by pre-
vious potentials. An analysis of the structural motifs of the
Mendelev samples before and after relaxation with DFT
showed that out of the 768 atoms for each composition, the
number of FI coordinated ones reduced from 112 to 108, 41
to 34, and 17 to 14 for Cu64Zr36, Cu50Zr50, and Cu36Zr64,
respectively.

C. Tensile tests

Previous studies found that the FI motif leads to an in-
creased shear localization and generally has a large impact
on the deformation behavior of MGss [97,101,103,104]. Ding
et al. even found a massive change in the shear modulus of Cu-
Zr glasses, once enough FIs were present for percolation [3].
Since we found far less of the perfect 〈0, 0, 12, 0〉 polyhedra,
we tested the behavior of glass samples with varying com-
positions under mechanical load. Figure 9 shows Cu36Zr64,
Cu50Zr50, and Cu64Zr36 under tensile strain at 50 and 300 K.
At 50 K, shear bands form for all compositions, leading to
strain localization. A more homogeneous formation of shear
transition zones can be observed at 300 K. These results agree
well with previous works [105], despite the massively dif-
ferent glass structures observed for the new potential. The
simulations were carried out with a strain rate of 4×107 1/s
and periodic boundary conditions in all dimensions. Tensile
samples were generated by a 6×2×6 replication of smaller
cubic samples containing 10 976 atoms that were quenched
with 5×1010 K/s. The final structures were annealed at 450 K
for 0.5 ns to reduce the artificial periodicity and create a more
realistic glass.

The observed formation of shear bands leads to the brittle
failure of MGss. Their plasticity can be improved by the inclu-
sion of crystalline precipitates [20–22] due to the interaction
of shear bands with the reinforcing phase. Furthermore, the
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FIG. 9. Atomic strain in tensile tests of Cu-Zr glasses with dif-
ferent compositions and at different temperatures. Snapshots were
taken at 12% strain. At low temperatures, the strain is localized in
shear bands. At high temperatures, multiple shear transition zones are
activated, leading to a more homogeneous deformation mechanism.

martensitic B2 to B19’ phase transition of CuZr precipitates
in glasses was found to lead to work hardening in experiments
[82,106,107]. To understand the role of the martensitic phase
transition on an atomistic level, we performed tensile tests on
a Cu50Zr50 glass matrix with a spherical CuZr inclusion. The
sample was produced by replicating the previous Cu50Zr50

sample by 1×2×1 to a size of 34.5×23×34.5 nm. A spherical
CuZr-B2 crystal with a diameter of 14 nm was included. It was
annealed for 0.5 ns at 450 K to obtain a more realistic glass-
crystal interface. Figure 10 shows snapshots of the atomic
strain and crystal structure during loading. First, the interface
between the phases serves as a nucleation site for shear tran-
sition zones at the top and bottom of the inclusion. Then a
shear band starts to form in the amorphous matrix, while the
martensitic phase transition starts to take place in the crystal.
Both occur at a 45ºÂ° angle to the loading direction, i.e., in
the direction with the highest shear stress. Finally, a mature
shear band is formed and an area of similar width in the crystal
is transformed to the B19’ phase. These findings agree well
with in situ neutron diffraction experiments from Wu et al.
[108], who found that the phase transition occurs together
with macroscopic yielding, corresponding to the formation of
shear bands in the simulations.

Structures were identified by comparing them to the refer-
ence structures using the Smooth Overlap of Atomic Positions
(SOAP) descriptor [40] as implemented in DSCRIBE [109]. The
similarity between two structures was measured as

⎛
⎜⎝

�S1 · �S2√
| �S1| · | �S2|

⎞
⎟⎠

4

, (3)

where �S1 and �S2 are the soap vectors of the two structures to
compare.

FIG. 10. Shear band formation and structure evolution of a
Cu50Zr50 matrix with a crystalline CuZr-B2 inclusion. The strain
localizes at the interface until a shear band is formed. A martensitic
phase transition from the B2 to B19’ structure of roughly the same
width as the shear band can be observed in the crystalline phase.

IV. CONCLUSION

An ACE MLIP for the MGs forming Cu-Zr system was
fitted. It is capable of reproducing DFT reference data with
high accuracy, while being applicable to simulations with
millions of atoms.

Using the ML potential in conjunction with CALPHY, a
temperature-composition phase diagram was calculated. It
shows good agreement with experimentally determined phase
diagrams within the accuracy limits defined by the usage of
PBE reference data. The description of formation energies
of intermetallic compounds is much better than with other
available potentials.
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Amorphous structures produced with cook and quench
simulations show very good agreement with experimental
XRD data and a detailed Voronoi analysis revealed far fewer
FI units than predicted by embedded atom-type classical po-
tentials. Instead, a plethora of different structural motifs exists
in the glass. The results are in agreement with RMC models
and DFT tests conducted on small MGs samples.

Despite the structural differences, tensile tests on MGs
samples showed qualitative agreement with previous results,
with shear bands only forming at very low temperatures for
the quench rates achievable in MD simulations. The inclusion
of a B2-CuZr sphere in a Cu50Zr50 glass matrix showed that
the crystal undergoes a martensitic phase transition to the
B19’ phase upon interaction with a shear band.

In summary, this ACE potential for Cu-Zr allows gain-
ing unique insights into structure-property relations of MGss,

since it provides DFT accuracy and reproduces various exper-
imental results better than classical IPs.

The potential files, input used for fitting, as well as training
and test data are freely accessible on zenodo under [52].
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