PHYSICAL REVIEW MATERIALS 8, 033402 (2024)

Structural transformations driven by local disorder at interfaces

Yanyan Liang ®,"" Grisell Diaz Leines ®,> Ralf Drautz®,' and Jutta Rogal ©3*
'ICAMS, Ruhr-Universitiit Bochum, 44801 Bochum, Germany
2European Bioinformatics Institute (EMBL- EBI), Wellcome Genome Campus, Hinxton, Cambridge CB10 18D, United Kingdom
3Department of Chemistry, New York University, New York, New York 10003, USA
4 Fachbereich Physik, Freie Universitdt Berlin, 14195 Berlin, Germany

® (Received 30 October 2023; accepted 27 February 2024; published 14 March 2024)

Despite the fundamental importance of solid-solid transformations in many technologies, the microscopic
mechanisms remain poorly understood. Here we explore the atomistic mechanisms at the migrating interface
during solid-solid phase transformations between the topologically closed-packed A15 and body-centred cubic
phase in tungsten. The high energy barriers and slow dynamics associated with this transformation require the
application of enhanced molecular sampling approaches. To this end, we performed metadynamics simulations
in combination with a path collective variable derived from a machine-learning classification of local structural
environments, which allows the system to freely sample the complex interface structure. A disordered region of
varying width forming at the migrating interface is identified as a key physical descriptor of the transformation
mechanisms, facilitating the atomic shuffling and rearrangement necessary for structural transformations. Fur-
thermore, this can directly be linked to the differences in interface mobility for distinct orientation relationships
as well as the formation of interfacial ledges during the migration along low-mobility directions.
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I. INTRODUCTION

Solid-solid phase transformations are ubiquitous in na-
ture [1], and are of particular significance in the realm of
materials science, where they have practical implications in
metallurgy [2], ceramics [3], and colloidal matter [4], among
others. These transformations are primarily governed by the
nucleation and growth of new phases at internal interfaces,
where structural transformations are continuously driven by
the migration of the interface. Over the years, there have
been numerous experimental and computational studies fo-
cusing on structural transformations at grain [5—16] and phase
boundaries [17-35] in metals and alloys. Still, the microscopic
processes associated with interface migration remain, to a
large extent, poorly understood due to limitations in accessible
timescales and the complexity of the microscopic dynamics.

Internal interfaces are intrinsic planar defects between dis-
tinct phases directly linking the parent and product phase
in solid-solid transformations [36]. The properties of these
interfaces hold a vital role in the phase transformation kinet-
ics and mechanisms, impacting the microstructural evolution
and thereby shaping the mechanical or functional proper-
ties of materials. Since interface migration often involves
atomic shuffling and rearrangement, interface velocities are
markedly influenced by various interface characteristics, in-
cluding lattice mismatch, orientation relationship, density,
impurity contents, and so on. Indeed, experimental stud-
ies of colloidal systems evidence that interface velocities
strongly depend on the interface structure, resulting in largely
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different velocities for distinct orientation relationships
[37,38]. More specifically, a strong correlation was found
between interface coherency and mobility, with incoherent
interfaces migrating much faster than semicoherent and coher-
ent interfaces. At incoherent interfaces, disordered interface
layers play a prominent role in facilitating the rearrangement
of particles at the interface, thereby enhancing its mobility
[37,38]. Similarly, the formation of intermediate amorphous
phases enabling solid-solid transformations has been reported
in perovskites [39,40] and metals [41-44], but little is known
for systems including more complex crystallographic phases.

In the present paper, we focus on the importance of
disordered interface regions during structural transforma-
tions between the complex topological-closed-packed (TCP)
[45—48] A15 and body-centred cubic (bcc) phase in tungsten.
In recent years, these two phases have gained significant at-
tention due to their relevance in practical applications, where
the thermodynamically more stable bcc-W phase with its high
melting temperature and relatively short electron mean free
path is a promising candidate for microelectronics [49,50],
while the metastable A15-W phase exhibits a giant spin Hall
effect [51] desired in spintronic devices. The presence of
both bcc-W and A15-W is often reported in W thin films
[51-58] exhibiting different orientational geometries with
semicoherent or incoherent interfaces [54,56,58], most no-
tably with (210), (200), and (110) planes. W-thin films are
fabricated by magnetron sputtering [55,59,60] and chemical
vapor deposition [61-63], where the formation of bcc-W is
mostly promoted by substrate heating [54,58,64], whereas
the growth of A15-W is enhanced by incorporating impu-
rities such as oxygen [59,60,62] and nitrogen gas [55]. To
investigate the atomic-scale processes and find the relevant
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physical descriptors during structural transformations at these
heterophase interfaces with distinct orientation relationships,
we perform extensive enhanced sampling simulations fol-
lowing the moving interface over extended timescales. A
particular challenge is the accurate characterization and mean-
ingful representation of the inherently complex A1l5 phase
as well as the bee-AlS interface. Here we combine the en-
hanced sampling with a machine-learning based classification
of local structural environments. Following the approach of
Rogal et al. [65], we describe the phase transformation as
a path in the global classifier space [65,66] of A15-W and
bce-W, and combine the resulting path collective variable
(CV) with metadynamics [67,68] to drive the transformation
between different structures. Similar to the findings in col-
loids [37,38,69], pervoskites [39,40], and metals [41-44], a
disordered region is formed at the moving interface. This dis-
ordered interface region constitutes a key physical descriptor
of the transformation mechanism that determines the change
in interface mobility for different orientation relationships.
Furthermore, our enhanced sampling simulations reveal the
formation of interfacial ledges resulting from the intrinsic dif-
ference in interface mobilities along different directions that is
not captured by straightforward high-temperature molecular
dynamics (MD) simulations. This paper takes a step forward
in deepening our understanding of phase transformations be-
tween A1l5 and bec phases by identifying key microscopic
descriptors that could be used to guide and interpret future
experiments, towards the design of materials with targeted
properties.

II. COMPUTATIONAL APPROACH

A. Machine learning classification of local
structural environments

Characterizing local structural environments [70-72] is an
essential first step when investigating interface migration pro-
cesses. In our paper, we apply a classification neural network
(NN) based on Geiger and Dellago’s work [73], which has
been demonstrated to provide accurate structural fingerprints
for amorphous and complex crystalline phases in water [73]
and metallic systems [65]. We adapt the same NN architecture
as in our previous work [65], with 14 features in the input
layer, two hidden layers with 25 nodes each, and an output
layer with five different classes. The input features comprise
11 Behler-Parrinello symmetry functions [70,74] and three
Steinhardt bond order parameters [75,76]. Details of these
descriptors are given in the Supplemental Material [77]. The
output layer of the NN provides a vector y; that measures
the similarity of local structural environments of atom i with
the phase of interest j with y/ € [0, 1]. A value close to 1
indicates a large similarity to the target phase. Here, the five
considered classes include crystalline bec, Al5, fec, hep, and
an amorphous or disordered phase.

For our study of the W system, we do not need to train
a new classification NN but can utilize the network that was
originally trained for Mo [65]. The data set for Mo included
local environments of all relevant crystalline bulk phases,
amorphous phases, and interface configurations at various
temperatures and pressures. Since interatomic distances in

Mo and W are quite similar, with lattice constants ay(Mo) ~
3.15 A and ag(W) ~ 3.17 A, respectively, the classification
network showed excellent transferability and accuracy when
applied to our data set for the various phases in W. Additional
details can be found in the Supplemental Material [77].

B. Path collective variable in classifier space

Based on the information about the local structural envi-
ronment of each atom i, y{ , we define global classifiers that
effectively measure the respective phase fractions in a given
configuration,

1 N
yi = ﬁgijyi, (M

where N denotes the total number of atoms. For each con-
figuration, we compute five phase fractions, Y bee yAlS yfec
Y and Y45, where dis stands for a disordered or amorphous
phase, respectively. Using the global classifiers of the con-
sidered phases separately, for example, using only Y as a
one-dimensional CV in the enhanced sampling, is insufficient
to drive the phase transformation between bcc and A15, since
decreasing Y does not promote the growth of A15. Fur-
thermore, if both Y and Y21 are used as separate CVs in
2D enhanced sampling, the simulations do not converge due
to the mutual dependence of these CVs: as YP< increases,
YA needs to decrease and vice versa. Instead, the global
classifiers are combined in a nonlinear way by defining a path
CV [78] in the space of global classifiers [65,60]. Since we
are interested in the structural transformation between the A15
and bec phase, we construct a linear path in the Y% — yAIS
space, keeping the sum of the two phase fraction constant [red
line in Fig. 1(a)]. The corresponding path CV is given by

K . _ _ 2
¥y = L et ® = DepLAVE) — Vil
K—1 3 exp[—AY(r) — Yil*]

where Y(r) = {Y®, YAI3} represents the position of a con-
figuration r in the Y — YA space, Y, are the K points,
k : {1, ..., K}, defining the path, and |Y(r) — Y, |? marks the
squared distance of a configuration from a point k in the
ybee — yAlS gpace. The parameter A is derived from the in-
verse of the distance between subsequent points along the
path. The value of the path CV, shown in Fig. 1(a), increases
smoothly from O to 1 along the path and is constant perpen-
dicular to the path. When the path CV is used in enhanced
sampling, the system is pushed along the path while it can ex-
plore all degrees of freedom normal to the path. In addition to
the path CV in Eq. (2), a function z(Y(r)), shown in Fig. 1(b),
can be defined measuring the distance from the path in the
Y — YAIS space, thus forming a tube around the path [78]:

., @)

1 K
A¥(r) =~ In (Z exp[—A(Y(r) - Yk)2]>. 3)
k=1

This distance function can be used as an additional CV in en-
hanced sampling or as a restraint on the sampling of f(Y(r)).
Utilizing z(Y(r)) together with f(Y(r)) as CVs is efficient if
the proposed path is not a suitable sampling coordinate and
an exploration of phase space away from the predefined path
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FIG. 1. Illustration of (a) the path collective variable f(Y(r)) and
(b) the distance function z(Y(r)) (multiplied by 30) together with
the path (red line) in the Y — Y15 space. There are 10 equidis-
tant points along the path, starting at Y, = {Y*< : 0.15, YA : 0.55}
and ending at Yo = {¥®* : 0.60, YA : 0.10}. Representative con-
figurations are shown for the two end points of the path. In these
configurations, bce atoms are shown in blue, A15 in red, and disorder
in gray.

is needed. Conversely, if z(Y(r)) is used to add a restraining
potential to f(Y(r)), it imposes sampling close to the pro-
posed path [79] and limits the sampling of configuration space
orthogonal to the path. In this paper, we utilized the distance
function in a restraining potential to sample the configuration
space, deviating only a little from the predefined path in the
ybee — yAIS gpace. The restraining potential [79] takes the
form

Y _ n
Ve (Y (r) = ”(W) , @)

where 7, sets the center from which the distance is measured,
n is the exponent number, « is the prefactor, and € defines the
width of the restraining potential.

C. Metadynamics

To drive the phase transformation between A15 and bcc
and sample the corresponding free-energy profiles, we use
metadynamics together with the path CV defined in Sec. II B.
In metadynamics [67,68], the exploration of the phase space
is accelerated by adding a time-dependent bias potential along
a predefined CV. Here, we only summarize the essential equa-
tions of metadynamics combined with the path CV and refer
to the original papers and reviews [67,68,80-83] for more
details on the methodology. The time-dependent bias potential
deposited along the path CV is given by a sum of Gaussians

i<t S ) — 2
Z exp < - %) (5)

1i=16,27G,..-

Voias(s, 1) = h

where h and o are the height and width of the Gaussians, re-
spectively. S(#;) = f(Y(r(¢;))) represents the value of the path
CV at time ¢;. The free-energy profile along s is approximated
by the negative of the accumulated bias with

F(s)=— tlggo Voias (8, 1) + const. 6)

Metadynamics can be used to sample the transformation close
to the proposed path by adding the restraining potential on
the distance function, Eq. (4). The unbiased free energy F(s)
can be derived from the simulations employing a restraining
potential by [79]

F(s) = F,(s) — kgT In(e?V" @), (7

where F,(s) is the free energy in the restrained system, kg
is the Boltzmann constant, and {...) denotes the ensemble
average.

D. Computational details

Semicoherent interfaces between bcc-W and A15-W are
constructed by matching different numbers of A15 and bcc
unit cells in the interface plane. The A15 structure has a
cubic unit cell containing eight atoms, incorporating two in-
equivalent sublattices that are 12- and 14-fold coordinated.
An illustration of the bcc-W and A15-W unit cells is pre-
sented in the Supplemental Material [77] (see Fig. S1). By
pairing both phases along the [001], [110], and [210] direc-
tions normal to the interface, we obtain supercells of three
distinct orientations relevant to the experimental observations
in W-thin films, [001]pec || [001]a15, [110]pec || [110]a1s, and
[210]pec || [210]a1s- The dimensions of the supercells parallel
to the interface are optimized for the bcc lattice constant
(T = 0K), with 128 atoms in a bee layer, resulting in a slight
compression of 0.57% of Al5 (see Supplemental Materials
(SM) [77] Fig. S2). The initial setup of the interfaces is opti-
mized by relaxing atomic positions in xyz and cell dimensions
in z direction normal to the interface. Periodic boundary con-
ditions are applied in all dimensions. To track the motion of a
single interface, the atoms in one of the two interfaces in the
supercell are kept fixed. Supercells of various orientations are
visualized in Fig. 2 with more details provided in Table I.

The LAMMPS package [84] is used for MD simulations.
To describe the interactions between W atoms, we use an em-
bedded atom method potential [85], which has been shown to
provide an accurate description of the fundamental properties
of W. All MD simulations are performed in the canonical en-
semble (NV T') using a Nosé-Hoover thermostat [86—88] with
an integration time step of Az = 2 fs. The damping parameter
of the thermostat is well tested and set to 0.1 ps to ensure the
temperature fluctuations are appropriate. Before every simu-
lation, the system is thermally equilibrated for 7oq = 1 ns.

In the MD simulations of interface migration at elevated
temperatures, the formation time of a bee layer 7y, is recorded
in each run. By monitoring the bcc layer adjacent to the
migrating interface and tracking the formation of a new bcc
layer, the interface velocity is calculated as v = dyks)/ Thees
where dpyy is the interplane distance normal to the inter-
face. An average velocity is computed from a minimum of
100 values at each temperature. The formation rate of bcc
layers relates to the formation time by k = 1/Ty.. An apparent

033402-3



LIANG, LEINES, DRAUTZ, AND ROGAL

PHYSICAL REVIEW MATERIALS 8, 033402 (2024)

(a) (b)
[001]bec || [001]A15

[110]pcc || [110]A15

[001] [010]

[001]

FIG. 2. Tllustration of supercells with interfaces for different orientation relationships. (a) [001]pec || [001]a1s, (b) [110]pee || [110]a15, and
() [210]pee || [210]a15. Gray atoms represent the interface, where the left- and right-end gray atoms are fixed so only one interface (the middle

one) is mobile in simulations. A15 is colored in red and bcc in blue.

activation energy can then be derived from the Arrhenius
relationship between transformation rate and temperature via
k =Aexp(— fg—a;), where A is a prefactor.

Metadynamics simulations are performed with an in-house
developed fix package that is added to the LAMMPS [84]
code. For the [110]pcc || [110]a15 system, we employed the
system size listed in Table I, while for [001]pcc || [001]a1s,
we used a smaller simulation cell with N = 2176 atoms con-
sisting of an 8 x 8§ bec unit cells paired with 5 x 5 A15 unit
cells along the x and y directions. All metadynamics param-
eters have been well-tuned for each run. The bias potential is
deposited with a frequency of v = 0.4 ps. The width of the
deposited Gaussians is set to o = 2 x 1073 for the [001]pcc ||
[001]a15 and o = 1 x 1073 for the [110]hec || [110]a15 Sys-
tem. In the sampling of the A15— bcc transformation, the
height of the Gaussians is 7 = 1073 eV for [001]pec || [001]a15
and 4 = 4 x 1073 eV for [110]yec || [110]a15. To sample both
transformation directions A15< bcc, the height of the Gaus-
sians needed to be increased to 1 = 1072 eV due to the large
energy difference between the two phases. All metadynamics
simulations are performed at 7 = 1300 K. The deposited
bias potential was recorded on a grid with 1401 points for
s € [—0.2, 1.2] in all runs.

III. RESULTS AND DISCUSSION
A. Importance of disorder during interface migration

To explore the interface migration process between Al5
and bece in the [001]pec || [001]4;5 orientation, we perform
metadynamics simulations sampling the A15— bcc trans-
formation along the path CV shown in Fig. 1(a) in the
ybee — Y AIS space. The path consists of ten equidistant nodes
between the two endpoints at {¥Y" : 0.15, YA : 0.55} and

{ybee 1 0.60, YA 1 0.10}. Metadynamics runs are terminated
when the value of the path CV reaches s = 1, just before re-
crossing, when a single one-way A15— bcc transformation is
fully sampled, and the accumulated bias potential is recorded
at this point. As discussed below, a continued sampling of both
the A15— bcc and bcc — A15 transformations requires the
addition of a restraining potential. In this initial sampling, we
focus on the A15— bcc transformation only allowing us to
analyze the atomistic mechanisms without any restrains. In
total, 60 independent metadynamics runs were performed.

In all runs, a complete A15— bcc transformations is cap-
tured within 70 ns, showing a stepwise decrease in A15 and
corresponding increase in bcc which indicates a layer-by-
layer growth (see SM [77] Fig. S3). In addition, there is a
noticeable amount of disorder at the migrating interface. The
average path density in the Y — YA15 space extracted from
the metadynamics runs is shown in Fig. 3(a). Since there is
no restraining potential enforcing the A15— bcc transforma-
tion to closely follow the predefined path in the Y?* — YAl
space, the system is free to explore a wide range of interface
configurations that correspond to the same value of the path
CV perpendicular to the path. Indeed, the average path density
deviates from the predefined linear path and follows a zigzag
pattern, where high density regions are colored in blue and
green and low density regions in yellow in Fig. 3(a). The
highest path density regions correspond to the five energy
minima in the average free energy profile shown in Fig. 3(b),
and the lowest density regions to the transition states. The
zigzag pattern indicates a gradual decrease in the amount of
crystalline bee and A15 and corresponding increase in disor-
der as the system moves away from the linear path, followed
by a transition restoring the amount of crystalline phases but
with changed relative phase fractions. Correspondingly, each

TABLE 1. Supercells with different orientation relationships with becc and Al5 paired along z direction. The corresponding atomic
configurations are shown in Fig. 2. All three systems have 128 atoms in a bec layer and the same mismatches between bce and A15, resulting
in a 0.57% compression of A15. The A15 phase (see SM [77] Fig. S1) has two planar densities as it has two inequivalent sublattices that are

12- and 14-fold coordinated, resulting in two types of layers.

Nunit cent in x X y direction

Planar densities (atom/nm?)

Paired orientation Cell length (A) L, x L, xL; bee Al5 Natoms bee Al5

[001]pee || [001]A1s 25.34 x 50.69 x 57.11 8 x 16 5x 10 4352 9.96 11.68 3.89
[110]pee || [110]A1s 35.84 x 25.34 x 79.92 8x8 5x5 4302 14.09 11.01 5.50
[210]pcc || [210]A15 56.67 x 50.69 x 96.62 8 x 16 5x 10 15966 4.46 6.96 3.48
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FIG. 3. (a) Average path density in the Y°*° — Y215 space together with the predefined path (red). The color gradient corresponds to an
increase in density from light to dark. (b) Average free-energy profile along the path collective variable. (c) Average amount of disordered
interface projected on the path collective variable. The shaded area indicates the standard deviation in Y. (d) Representative configurations
at energy minima A and C, and transition state B. A15 phase is colored in red, bcc in blue, and disorder in gray, respectively. The dashed
lines mark the boundary of the disordered interface between A15 and bcc. When the system is in the free energy minima, it has well defined
crystalline layers with minimum amount of disorder at the interface; at the transition state, the width of the disordered region increases to
facilitate the migration. From A to C, approximately four layers of A15 are transformed into bce along the [001] direction.

minimum in the free energy profile represents configurations
with complete layers of the two crystalline phases along the
[001] direction. As the interface migrates, moving the sys-
tem from one free energy minimum to the next, an energy
barrier of approximately 1.7 0.6 eV needs to be overcome.
The barrier is in agreement with the activation energy of the
Al15— bec transformation in W thin films extracted from
high-temperature MD simulations (AE = 1.7 eV) and dif-
ferential scanning calorimetry measurements (AE = 2.2 +
0.1 eV) [57]. In this paper, the mechanism underlying the
transformation was described as collective movements of W
atoms within a disordered interface layer [57]. Indeed, our re-
sults similarly show that the disordered region at the interface
is closely associated with the transformation mechanism and
free-energy profile. This interface region between A15 and
bcee spans four to six layers along [001] with a width of 4 — 7
A. Within the current supercell, this corresponds to approx-
imately 28-33% disorder including a constant contribution
from the second, fixed interface. As shown in Fig. 3(c), the
average amount of disorder at the interface strongly correlates
with the free energy profile. The minima and maxima in the
amount of disorder are located at the same positions as the free
energy minima and saddles. At the free-energy minima, the
system exhibits the least amount of disorder at the interface
with well-defined crystalline layers; see configurations A and
C in Fig. 3(d). As the interface migrates, disorder increases,
where a 5% increase corresponds to an expansion of the in-
terface region by approximately 3 A in the [001] direction.
As the width of the disordered region increases [configura-
tion B in Fig. 3(d)], it enables more flexibility in atomic
shuffling and structural rearrangement to facilitate structural

transformations. The growth of the disordered interface region
dissolves antecedent A15 layers, facilitating barrier crossings,
followed by the formation of bce layers along [001]. Moving
from one free-energy minimum to the next, approximately
four layers of A15 are transformed into bce through the mi-
gration of a disordered interface with varying thickness.

The average free-energy profile depicted in Fig. 3(b) only
reflects the one-way transformation from A15 to bec, but does
not resemble the complete free energy profile since the reverse
bce — A1S5 transformation has not been sampled. To be able
to sample the transformation in both directions, A15< bcc,
and obtain a converged estimate of the complete free-energy
profile, we need to apply a tight restraining potential on the
distance function of the path, Eq. (4). This enforces the trans-
formations to proceed closely along the predefined path in
the Y — YA space and avoids that the system is being
pushed into unphysical high-energy regions of configuration
space. The parameters of the restraining potential are set to
k =30eV,n =2,e =0.05, and zo = 0. We perform metady-
namics simulations with two different paths: (i) the linear path
also used in the unrestrained simulations and (ii) a bumpy path
following the average path density in the unrestrained A15—
bee transformations in Fig. 3(a). A detailed description and an
illustration of the predefined bumpy path are given in the SM
[77] (see Fig. S4). The average path densities extracted from
simulations along the linear and bumpy path are shown in
Figs. 4(a) and 4(b), respectively. A tight restraining potential
keeps the sampling close to the predefined paths but does
not impose a hard constraint that fixes the sampling exactly
onto the paths. In both cases, the trajectories sampling the
A15<« bcce transformations with the tight restraining potential
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FIG. 4. Average path density with the predefined (a) linear and (b) bumpy path (red) in the Y°° — Y415 space. (c) and (d) Free energy
profiles along the path collective variable for the (c) linear path after # = 781 ns and (d) the bumpy path after # = 1554 ns. The average amount
of disorder along the path collective variable is shown for the (e) linear and (f) bumpy path.

indeed follow the predefined path with little deviation. In
comparison to the fast sampling of A15— bcc transforma-
tions within 70 ns, it takes # = 320 ns to sample the first
bcec — A1S transformation for the linear path and # = 240 ns
for the bumpy path. We extend the sampling of the continued
Al15<« bee transformation to r = 781 ns for the linear path
and ¢t = 1554 ns for the bumpy path to extract converged free-
energy profiles from the metadynamics simulations shown
in Figs. 4(c) and 4(d). In both cases, we obtained minimal
hysteresis in the path CV during recrossing in metadynamics

and well-defined free-energy profiles, demonstrating that the
selected path CV provides a good description of structural
transformations (see also SM [77] Fig. S5). The relative fast
A15— bcece transformation but extremely slow bcc — AlS
transformation is due to the energy difference between the
two phases. The lattice mismatch in the current cell geometry
compresses Al5 by 0.57% (see Sec IID), which leads to
an energy gain and decrease in pressure when growing bcc,
whereas the formation of A15 leads to an increase in pressure
and energy. Consequently, the free-energy profile associated
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with the A15< bcc transformation exhibits substantial asym-
metry spanning a range of 92 eV for both the linear and bumpy
path, which reflects the lower free energy of bcc compared to
A1S5. To efficiently explore the vastly asymmetric free-energy
landscapes, the height of the deposited Gaussians in the bias
potential had to be increased by a factor of 10 compared to the
unrestraint simulations. This may reduce the resolution of the
free-energy profiles, in particular, around the transition states.
However, in our study, the convergence of the metadynam-
ics simulations indicates that the accuracy of the computed
free-energy profiles is sufficient. By employing refinements in
the sampling, such as well-tempered metadynamics [81-83],
the estimate of the free-energy barriers could be improved
further.

While the overall energy scale is comparable for both path
CVs, the details of the free-energy profiles along the linear and
bumpy path are notably different. In particular, for the trans-
formation along the linear path, the free-energy profile shows
ten energy minima, whereas for the profile along the bumpy
path, there are approximately five. The differences in the free-
energy profiles are attributed to a change in the transformation
mechanism. Specifically, as shown in Figs. 4(e) and 4(f), the
amount of disorder observed during the structural transforma-
tion differs for the two paths. For the bumpy path, as it follows
the path density of the unrestrained A15— bcc transforma-
tion, the width of the disordered interface region remains
flexible and changes as the interface moves. As a result, the
transformation proceeds again through the migration of a dis-
ordered interface with varying width, allowing approximately
four crystalline layers of Al5 to transform from one free-
energy minimum to the next in a single step. The estimated
free-energy barrier for interface migration during the A15—
bce transformation is approximately 1.3—1.5 eV, demonstrat-
ing quantitative agreement with the barrier obtained for the
A15— bcece transformation without any restraint. Due to the
free-energy difference between bcc and AlS, the barriers
associated with interface migration during bcc — A1S5 trans-
formation are much larger than for A15— bcc. In the current
supercell setup, the potential energy difference between bcc
and A15 is 86 meV/atom. Transitioning from one free-energy
minimum to the next along the A15— bcc transformation
increases the number of bcc atoms by 256—320, resulting in
a potential energy gain of 22—27 eV which is comparable
to the free-energy difference between subsequent minima.
Along the linear path, the transformation proceeds through
a disordered interface region with restricted fluctuations, see
Fig. 4(e), where the amount of disorder is significantly lower
than observed along the bumpy path. The smaller amount of
disorder observed along the linear path results in larger energy
barriers and additional minima and saddles in the free-energy
profile compared to the bumpy path, see Figs. 4(c) and 4(d),
respectively. Due to the limited fluctuations at the disordered
interface, only approximately two layers of crystalline A15
transform along [001] at a time, with a much larger barrier of
4 — 6 eV to an intermediate local minimum, followed by the
transformation of the remaining two layers with an additional
1.3 — 1.7 eV barrier. The larger barrier is a consequence of
the restrained width of the disordered region at the migrating
interface, which leads to an increase in pressure and reduced

space for structural rearrangements making the transformation
rather costly (see SM [77] Fig. S6).

Our simulations demonstrate that the formation of a
disordered region at the interface plays a pivotal role in
the transformation mechanism, fluctuating in width and
facilitating structural rearrangements during solid-solid trans-
formations. Furthermore, any CV suitable to describe the
transformation does not only have to distinguish between and
drive the formation of the crystalline phases but also needs to
correctly capture the fluctuations in disorder at the interface.

B. Interface migration along different
crystallographic directions

The formation of a disordered region at the moving inter-
face is an important aspect of the transformation mechanism.
The properties of the interface between the crystalline phases,
however, depend strongly on the orientation relationship and
coherency between the phases. Here, we focus on three
systems with orientation relationships similar to those ob-
served in W thin films, namely, [001]pec || [001]a15, [110]pec |l
[110]a1s, and [210]pec || [210]a15. All three systems were set
up with supercell geometries optimized for bec, leading to
a 0.57% compression of Al5 (see Sec. II D). This results in
a driving force characterized by the potential energy differ-
ence between bcc and Al5 of approximately 86 meV /atom.
Conducting enhanced sampling simulations for a number
of large supercells with several interface orientations is ex-
tremely demanding computationally. Therefore, we perform
high-temperature MD simulations of the A15 — bcc trans-
formation for an initial screening of the various systems to
identify potentially interesting interface geometries.

To be able to register any movement of the interface,
simulations are run at very high temperatures between 7' =
1600 — 2300 K. For all systems, the Al5— bcc trans-
formation proceeds through the migration of a disordered
interface where the disordered region dissolves preceding
Al1S5 layers, while bcc progressively grows layer-by-layer
perpendicular to the interface. The average interface veloc-
ity at various temperatures for each orientation relationship
is presented in Fig. 5(a). The interface velocity increases
with increasing temperature and varies significantly between
distinct orientations With V2107, [112107a15 > V[001Juce [[001]a15 >
UL110hee (1101415 * Notably, the [110]pcc || [110]a;5 interface ap-
pears to be extremely immobile compared to the other two
orientations, with its velocity at 7 = 2000 K being only
0.05 m/s, comparable to [001]pec || [001]a15 at a much lower
temperature of 7 = 1600 K. This is also reflected in the
activation energies estimated from the Arrhenius relation be-
tween temperature and rate for interface migration shown in
Fig. 5(b), with Effo,_ 1101, = 229 €V > Ejgory, 0011 =
1.56 eV > E5jo 12101,,s = 143 V. The results for the
[001]pcec || [001]4)s interface are in quantitative agreement
with the free energy barriers in our enhanced sampling
simulations in Sec. III A, as well as with previous high-
temperature MD simulations for slightly smaller (8 x 8)bcc ||
(5 x 5)A15) and larger (16 x 16)bece || (10 x 10)A15) super-
cells reporting activation energies of 1.7 eV and 1.4 eV,
respectively [57]. The comparability in activation energies
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FIG. 5. (a) Average interface velocity as a function of temperature and (b) Arrhenius plot of interface migration rate vs the inverse
temperature for different orientation relationships. Each point in the average velocity is calculated from a minimum of 100 values in ten

MD runs at every temperature.

between different cell sizes indicates that the cell sizes used
in our simulations do not introduce significant errors due to
periodic boundary conditions frustrating the layerwise trans-
formation. Our analysis reveals that the variance in interface
velocities and corresponding activation energies are predom-
inantly governed by the planar densities of both the growing
and shrinking phase parallel to the moving interface. Among
the three orientations, bec and A15 in (110) planes have the
highest packing density (14.09 atom/nm? for bce and an av-
erage of 8.26 atom/nm? for A15, see Table I). Consequently,
interface migration along this direction is largely hindered
as the disordered region is frustrated in the densely packed
(110) planes with limited free volume for atomic shuffling,
resulting in a high activation energy. The low planar density
in both bcc and A15 (210) layers, on the other hand, easily
accommodates structural rearrangements in the disordered
interface region, as evidenced by the high interface velocity
and low activation energy in [210]ycc || [210]a1s. The interface
velocity is commonly connected with the interface mobility
M through the driving force P, v = MP [89]. Since all three
systems are set up with identical lattice mismatch and con-
tain the same number of bcc atoms per layer parallel to the
interface, they share comparable initial driving forces given
by the difference in potential energy and pressure. The varia-
tion in interface velocities can, therefore, mainly be attributed
to the difference in interface mobilities following M9y >
Mo1) > M110y, which is directly correlated with the planar
densities.

Consistent with the discussion in Sec. III A, the properties
of the disordered region at the moving interface remains a
key feature in the transformation mechanism for different
orientation relationships. Specifically, the planar density of
the crystalline phases perpendicular to the growth direction
directly impacts the density of the disordered region and
its ability to facility atomic rearrangements, which, in turn,
determine the interface mobility. While high-temperature
MD simulations enable a fast screening of interface mi-
gration in different orientation relationships, the fast ki-
netics at elevated temperature might favor transformation

mechanisms that are not representative at lower temperatures
closer to experimental conditions, as discussed in the follow-
ing section.

C. Exploring low mobility interface migration
towards realistic temperatures

The [110]pec||[110]a;15 interface exhibits by far the most
sluggish migration and is seemingly immobile even at ele-
vated temperatures that are far beyond experimental working
conditions. This prompts an intriguing question regarding
how interface migration proceeds at more realistic temper-
atures approaching experimental settings and whether the
dominant transformation mechanisms differ from those ob-
served in high-temperature MD simulations. Here we employ
enhanced sampling simulations to explore the migration of
the low mobility [110]pc||[110]a;5 interface at a temperature
of T =1300 K, much lower than temperatures applicable
in straightforward MD. Specifically, we performed a series
of 30 metadynamics simulations to sample the A15— bcc
transformation along a linear path in the ¥Y°° — YA!S space
between two end points {Y° : 0.20, YA!S : 0.55} and {Y?° :
0.65,YA15:0.10} (see SM [77] Fig. S7). The bcc — AlS
transformation is not sampled here since this requires the
addition of a restraining potential due to the substantial asym-
metry in the free-energy profile, which leads to considerable
hysteresis in unrestrained simulations.

The A15 — bcc transition occurs within 80 — 240 ns
across individual runs. The average path density in Fig. 6(a)
again exhibits a zigzag pattern with high (green and blue)
and low (yellow) density regions, indicating that the sam-
pled trajectories diverge from the predefined linear path. The
average free-energy profile of the transformation, shown in
Fig. 6(b), exhibits large complexity, consisting of a number
of energy minima with varying depths connected by rugged
transition states. The average amount of disorder at the in-
terface projected along the path CV, Fig. 6(c), shows the
same characteristics as the free energy, where the smallest
amounts of disorder corresponds to free energy minima and
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FIG. 6. A15 — bcc transformations for [110]y.. || [110]a;5 interfaces. (a) Average path density together with the predefined linear path
(red) in the Y'*¢ — Y15 space; (b) average free energy profile; (c) amount of disorder at the interface projected along the path collective variable;
the black solid line represents the average amount of disorder, the gray shaded area represents the standard deviation. (d) Representative
configurations for different states along the free-energy profile. A15 is colored in red, bce in blue, and disorder in gray, respectively. The
dashed lines in the configurations indicate interfacial ledge formation in the [100] direction.

the largest amounts of disorder to saddles. This indicates that
an increase in width of the disordered region at the moving
interface is needed to facilitate the barrier crossing from one
energy minimum to the next. The rugged free-energy profile
as well as the average amount of disorder suggest that the
transformation does not proceed through a simple layer-by-
layer mechanism. Indeed, the interface migrates by combining
interfacial ledge formation along [100] and subsequent flat-
tening of the ledge to form complete layers of bcc and Al5
along [110]. In Fig. 6(d), representative snapshots of each
step in this complex transformation are illustrated. At the
free-energy minima, system configurations consist of full A15
and bcc layers with (110) planes, separated by a disordered
interface of minimal width [configurations A, C, and E in
Fig. 6(d)]. Transitioning between energy minima involves an
expansion of the disordered interface region and bcc growth
occurs along the [100] direction rather than [110], reaching
a local minimum at the saddle point [see configurations B
and D in Fig. 6(d)]. The interfacial ledge forms due to the
difference in interface mobility in the [100] and [110] direc-
tions. (110) planes remain exceptionally immobile even at
high temperatures, as demonstrated in the previous section.
Consequently, interface migration along [100] exceeds that
along [110], leading to the formation of interfacial ledges. The
periodic boundary conditions limit the further extension of the
interfacial ledges and the transformation continues by flatten-
ing along [110] to form a complete layer, reaching a local
free-energy minimum again with well-defined (110) planes
of bece and A15. In a macroscopic system, the propagation of
interfacial ledges driven by differences in intrinsic mobilities
along distinct orientations is anticipated to lead to faceting
at the migrating interface. This, in turn, could give rise to
diverse morphological characteristics in both the parent and

product phases. Despite being limited by the simulation cell
geometry, preferred growth along the high mobility direction
is clearly evident at this lower temperature, which has not
been observed in the dynamical evolution of the interface in
high-temperature MD simulations. At elevated temperatures,
substantial thermal fluctuations enable the system to over-
come the energy barrier associated with growth along the
[110] direction. Conversely, at lower temperatures, growth
takes an alternative path along [100] that is energetically
more favorable. This indicates that the predominant mech-
anism governing the A15— bcc transformation along [110]
is strongly temperature dependent. Therefore, extrapolating
the transformation mechanism observed in high-temperature
MD simulations to low-temperature conditions would lead to
an incomplete understanding of the mechanism. This high-
lights the necessity to explore structural transformations at
varying thermal conditions. To attain a comprehensive under-
standing of the complete picture of different transformation
mechanisms, high-temperature MD simulations need to be
complemented with low-temperature enhanced sampling.

IV. CONCLUSION

Solid-solid transformations between structurally different
crystalline phases are complex processes governed by the
properties of the moving interface between the phases. Our
results, employing extensive enhanced sampling simulations,
reveal that a key aspect of the transformation mechanism
is the formation of a disordered or amorphous region at
the interface, which has also been observed experimen-
tally in colloidal systems [37,38,90], metals [41-44], and
perovskites [39,40]. Most notably, the disordered region fa-
cilitates the rearrangement of atoms during growth and varies

033402-9



LIANG, LEINES, DRAUTZ, AND ROGAL

PHYSICAL REVIEW MATERIALS 8, 033402 (2024)

in width as the interface migrates. For the A15 — bcc
transformation in tungsten studied here, this fundamental
mechanism is directly linked to the interface mobility, where
orientation relationships between the two phases with low pla-
nar densities exhibit the largest mobility. For interfaces with
high planar densities, the disordered region has a smaller free
volume and becomes frustrated, limiting atomic rearrange-
ments in the interface. Similarly, if the width of the disordered
region is restrained, the shuffling of the atoms during the
phase transformation is hindered, which leads to a significant
increase in the free-energy barrier associated with interface
migration. Consequently, the incorporation of defects, such
as vacancies, could increase the available space required for
atomic shuffling and effectively enhance the interface mobil-
ity.

The interface mobility directly impacts the preferred
growth direction. The competition between different ori-
entations is, however, temperature dependent. A direct
consequence of this is that it is not always possible to ex-
trapolate the growth behavior observed in high-temperature
MD simulations to lower temperatures. For the A15— bcc
transformation along the low mobility [110] direction, our
enhanced sampling simulations revealed the formation of in-
terfacial ledges that did not appear at elevated temperatures.
In macroscopic systems, this growth behavior would eventu-
ally give rise to the formation of distinct morphologies. To

be able to capture all relevant transformation mechanisms at
meaningful temperatures, it is therefore essential to explore
extended timescales with enhanced sampling methods.

Our findings offer an in-depth perspective on the fun-
damental atomic processes during interface migration and,
specifically, the importance of the disordered interface region
for the transformation mechanism. This could prove partic-
ularly valuable in promoting the control of microstructure
evolution during structural phase transformations by ma-
nipulating the properties of interfaces, including structure,
orientation, and defects, between different crystalline phases
in metals and alloys.
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