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X-ray absorption spectroscopy of oligothiophene crystals from many-body perturbation theory
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We present an x-ray absorption spectroscopy study from the carbon K , sulfur K , and sulfur L2,3 edges of
crystalline oligothiophenes of varying length, i.e., bithiophene (2T), quaterthiophene (4T), and sexithiophene
(6T), performed from first principles by means of all-electron density-functional theory and many-body pertur-
bation theory. A comprehensive assignment of all relevant spectral features is performed based on the electronic
structure and the character of the target conduction states. The inclusion of electron-hole effects leads to
significant redistribution of oscillator strengths and to strongly bound excitons with binding energies ranging
from 1.5 eV to 4.5 eV. When going from 2T to 6T, exciton binding energies decrease by up to 1 eV, which we
attribute to the reduction of the average Coulomb attraction with increasing oligomer length. These high values
are significantly larger than their counterparts in the optical excitations of these systems and indicative of their
localization on the respective molecules. For the same reason, local-field effects which typically dominate the
optical absorption of organic crystals turn out to play only a negligible role at all edges. We identify two sets of
carbon atoms, i.e., with or without sulfur bonding, which exhibit distinct features at the C K edge. The sulfur
atoms, on the other hand, yield similar contributions in the S, K , and L2,3 edge spectra. Our results show excellent
agreement with available experimental data.
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I. INTRODUCTION

With the aim of producing cheap devices on a large scale,
much effort has been devoted to identifying potential active
components in electronics and optoelectronics. In this con-
text, organic materials based on π -conjugated molecules have
emerged as outstanding candidates for organic field-effect
transistors (OFETs) [1–4], organic solar cells (OSCs) [5–8],
and organic light-emitting diodes (OLEDs) [9–12] due to
their strong light-matter interaction in the visible range of the
solar spectrum and their low molecular weight. Among them,
oligo- and polythiophenes offer the unique combination of
chemical stability, efficient electronic conjugation, and syn-
thetic flexibility which allows for the deliberate adjustment
of properties through substitution at the thiophene ring [13].
Poly (3-hexylthiophene) (P3HT) has already established itself
as an organic semiconductor for OFETs and OSCs [14–18].
Oligothiophenes bear the advantage of having a well defined
structure, and therefore produce more defect-free thin films
compared to polythiophenes. Among others, α-sexithiophene
is a very promising candidate for the use in OFETs [19]. Opti-
mizing the performance of these materials requires extensive
knowledge of their chemical composition and fundamental
properties, including electronic structure and their response
to electromagnetic radiation.

The carbon K absorption edge of molecular systems is
commonly investigated, e.g., to determine the orientation of
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the molecules on a substrate [20]. Among the π -conjugated
molecular crystals, oligothiophenes have been rather well
studied in this context. High-temperature (HT) bithiophene
(2T) and quaterthiophene (4T) monolayers on metal surfaces
are typically oriented with their molecular planes parallel to
the substrate [21–23] while sexithiophene (6T) adopts a more
upright geometry on glass substrates [24,25] when forming
thin films. Short chains up to terthiophene (3T) in the gas
phase have been studied [26], whereas the spectral features
of longer oligomers are less explored. Additionally, the ab-
sorption from the C K edge of the thiophene monomer is well
investigated but it is increasingly difficult to interpret corre-
sponding spectra for longer oligomers due to the presence of a
higher number of bands in the underlying electronic structure.

The absorption from the sulfur K edge is often used to
study the chemical composition of sulfur-containing fossil
fuels. In this context, monothiophene [22,27,28], substituted
thiophenes [29], and aromatic thiophenic compounds [28,30]
have been investigated. To the best of our knowledge, re-
sults for longer oligothiophene chains are still missing. The
sulfur L2,3 edge has been studied experimentally for differ-
ent oligothiophene films such as monothiophene [21–23,31],
bithiophene [23,31–33], and polythiophene films [34]. The
main goal was to identify the formation of chemisorptive
bonds with a substrate, and it revealed the cleavage of the C-S
bond of monothiophene films on Pt(111) [21]. The assignment
of the spectral features, however, appears rather controversial
in the literature [22,23,31–33].

On the theory side, first-principles studies of core spectra
supplementing experimental results are often performed in
the (half)-core-hole approximation. While this approach is
known to be accurate for absorption from the K edge, where
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spin-orbit coupling (SOC) effects, usually disregarded in these
calculations, are typically negligible, L2,3-edge spectra can
hardly be reproduced. The Bethe-Salpeter equation (BSE),
however, employed in this work enables us to accurately treat
SOC and to obtain not only reliable spectra but also full
insight into the nature of the core-level excitations [35,36].
Based on this approach, we investigate the x-ray absorption
spectra of oligothiophene crystals of different length (termed
nT, where n indicates the number of monomer units) from the
C and S K edge, as well as from the S L2,3 edge, providing
a comprehensive assignment of the spectral features and an
in-depth analysis of their origin in terms of electronic contri-
butions, also with respect to the oligomer length.

II. THEORETICAL BACKGROUND

X-ray absorption spectra (XAS) are obtained from first
principles through the solution of the Bethe-Salpeter equa-
tion of many-body perturbation theory (MBPT) [37], which
can be mapped onto an effective eigenvalue problem

∑

c′u′k′
HBSE

cuk,c′u′k′Aλ
c′u′k′ = EλAλ

cuk, (1)

where c and u denote the initial core states and the final
unoccupied states, respectively. The Hamiltonian in Eq. (1)
can be split into three contributions:

HBSE = Hdiag + Hx + Hdir. (2)

The diagonal term, Hdiag, describes single-particle transitions;
solely including this term corresponds to the independent-
particle approximation (IPA). The exchange term, Hx, reflects
the repulsive bare Coulomb interaction, while the direct term,
Hdir, contains the attractive screened Coulomb interaction.
The eigenvalues, Eλ in Eq. (1), represent excitation energies
and their resonances in the absorption spectra. Here, we define
exciton binding energies as the difference between excitation
energies calculated from the IPA and the BSE, respectively,
i.e., Eb = Eλ

IPA − Eλ
BSE. The absorption spectrum is expressed

by the imaginary part of the macroscopic dielectric tensor,

Im εM(ω) = 8π2

�
|tλ|2δ(ω − Eλ). (3)

The BSE eigenvectors Aλ
cuk determine the electron-hole (e-h)

wave functions

	λ(re, rh) =
∑

cuk

Aλ
cukψuk(re)ψ∗

ck(rh) (4)

and enter Eq. (3) through the transition coefficients

tλ =
∑

cuk

Aλ
cuk

〈ck|p̂|uk〉
εuk − εck

. (5)

In XAS, the BSE Hamiltonian can be furthermore separated
into atomic contributions featuring the atom-selective char-
acter of the core-level excitations. The imaginary part of the
macroscopic tensor can therefore be expressed as a sum over
the contributions from the individual atomic species γ ,

Im εM =
∑

γ

Im ε
γ

M. (6)

This allows us to analyze the site dependence of such excita-
tions at carbon and sulfur species individually.

III. COMPUTATIONAL DETAILS

All calculations are performed using the full-potential
all-electron code EXCITING [38]. Treating valence and core
electrons on equal footing, EXCITING allows one to handle
atomic species of any kind and study excitations from deep
core levels to the shallow valence region. In the framework
of the linearized augmented plane wave plus local orbital
(LAPW+lo) method, we treat the 1s, 2s, and 2p states of
sulfur and the 1s state of carbon as core states. XAS are
calculated via the solution of the BSE with a fully relativistic
treatment of core states [35].

The Kohn-Sham electronic structure is computed within
the local-density approximation (LDA) in the Perdew-Wang
parametrization [39]). For the ground-state calculations, we
employ k grids of 8 × 8 × 6 for 2T, 3 × 5 × 2 for 4T, and
3 × 5 × 1 for 6T. The muffin-tin radii RMT are chosen to be
1.2a0 for C, 0.8a0 for H, and 2.0a0 for S. A plane-wave cutoff
of Rmin

MT Gmax = 5.0 is used for all systems, where Rmin
MT refers

to the smallest muffin-tin sphere, i.e., that of hydrogen.
Quasiparticle energies are approximated by the Kohn-

Sham eigenvalues, and thus, we expect the absorption onset
to be underestimated in the order of 10 eV. A scissors op-
erator is therefore applied to align the calculated spectra
to experimental references when available (24.2 eV for the
2T carbon K edge [23] and 15.3 eV for the 2T sulfur L2,3

edge [23]). This is common practice for XAS computed from
the BSE [35,40,41]. The screening entering the expression of
the Coulomb potential is calculated in the random phase ap-
proximation, including all valence bands and 200 unoccupied
states for all absorption edges. The computational parameters
used for the calculation of the different absorption edges are
summarized in the appendices. We checked that they ensure a
convergence of the spectral shape and an accuracy of 20 meV
for the lowest excitation energy.

Core excitations typically exhibit ultrashort lifetimes and,
therefore, large intrinsic broadenings that increase with the
depth of the absorption edge. In lack of information on the
lifetimes of individual excitations, we choose not to apply an
energy-dependent broadening [42] but employ a Lorentzian
broadening of 150 meV (if not specified otherwise) that allows
us to analyze all spectral features.

All input and output files are available on
NOMAD [43,44].

IV. CRYSTAL STRUCTURES

The oligothiophene crystals considered in this work,
are composed of two molecules per unit cell, where each
molecule has the general formula unit n(C4H2S). We consider
representatives of different lengths with an even number of
rings, i.e., 2T, 4T, and 6T. The carbon atoms in each molecule
can be divided into two groups, i.e., those with a covalent
bond to sulfur (referred to as α-C) and those without such a
bond (referred to as β-C). The oligothiophene molecules are
depicted in Fig. 1(a), also including the labeling adopted here-
after for the chemically inequivalent atoms. Each thiophene
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FIG. 1. (a) 2T, 4T, and 6T oligomers, showing the nomenclature
of the inequivalent carbon and sulfur atoms. The black dotted lines
indicate the reflection symmetry of the respective oligomer. Carbon
atoms are given in green, sulfur atoms in yellow, and hydrogen atoms
in black. (b) Sketch of the π∗ and σ ∗ orbitals in the 2T oligomer,
taken as representative of the nT series considered here. (c) Unit cell
of the 2T crystal with lattice parameters a, b, and c built by two
inequivalent molecules in the typical herringbone arrangement.

ring consists of sp2 hybridized carbon and sulfur atoms, as
well as hydrogen atoms saturating the dangling bonds. Here,
we focus only on α-nT [48], also known as 2,2′-nT, where the
thiophene rings are connected at the α-C sites, e.g., C1 and C4
in 2T; see Fig. 1(a). In these aromatic heterocyclic molecules,
the spatial orientation of the σ ∗ orbitals can be represented
by the plane spanned by the atoms and the π∗ orbitals by a
vector perpendicular to this plane. This is illustrated for the
2T molecule in Fig. 1(b). The aromatic character of these
molecules results in a (quasi)planar configuration, which is
preserved in their crystalline form.

The nT crystal structure is characterized by the herring-
bone arrangement of the inequivalent molecules. Such an
arrangement is commonly found in organic crystals consisting
of planar linear molecular chains [49]. While there is only
one polymorph of crystalline α-2T, two polymorphs have
been identified for the α-4T and α-6T crystals depending
on the growth conditions: a low-temperature phase with four
inequivalent molecules and a high-temperature (HT) phase
with two. We have chosen to focus solely on the HT phase in
order to directly compare our results across different oligoth-
iophenes. At ambient conditions, oligothiophenes crystallize
in a monoclinic structure where α-2T belongs to the space
group P21/c whereas α-4T/HT and α-6T/HT exhibit space
group P21/a. The lattice parameters and chemical formulas

TABLE I. Chemical formula and lattice parameters of 2T, 4T,
and 6T crystals, adopted from Refs. [45], [46], and [47], respectively.

Formula a (Å) b (Å) c (Å) β (deg)

α-2T C8H8S2 8.81 5.77 7.87 107.1
α-4T/HT C16H16S4 8.93 5.75 14.34 97.2
α-6T/HT C24H24S6 9.14 5.68 20.67 97.8

of the investigated structures are listed in Table I. The unit
cell of crystalline 2T is exemplarily shown in Fig. 1(c).

V. RESULTS

A. Electronic structure

In the first step of our analysis, we investigate the electronic
structure of the nT crystals. In Fig. 2, the band structures
(left panels) and the densities of states (DOS, right panels)
of crystalline 2T, 4T, and 6T are depicted for an energy region
of ±4 eV around the band gap. Our results for 4T and 6T
show overall good agreement with previously published DFT
results [47,50]. Qualitatively, semiempirical extended Hückel
theory [46,51] provides a similar picture. A characteristic
feature of molecular crystals is evident: Each band is split due
to the presence of two inequivalent molecules in the unit cell.
The lowest conduction band pair (corresponding to the pair
of the lowest unoccupied molecular orbitals, LUMO pair) and
highest valence band pair (corresponding to the pair of the
highest occupied molecular orbitals, HOMO pair) are high-
lighted in blue. With increasing molecular length, and hence
increasing number of electrons in the system, the number of
bands in both the valence and conduction regions increases,
also reflected in a higher DOS. The corresponding peaks in
the lower conduction bands are well separated in 2T and 4T
but are overlapping in 6T, forming an electronic continuum.

The band pairs are generally nondegenerate, except at the
Brillouin zone boundaries, X and Y, along the a∗ and b∗

directions, i.e., the normal vectors with respect to the lattice
parameters a and b. The band splitting of the HOMO pair is
maximal at the � point, with values of 454 meV, 286 meV,
and 287 meV for 2T, 4T, and 6T, respectively. Previously re-
ported values of 450 meV for 4T and 420 meV for 6T [46,51]
obtained by a semiempirical quantum-chemistry approach are
higher than ours. The largest band dispersion for the HOMO
pair is along �C [related to the (a∗, b∗) plane], �X, and �Y
(parallel to the a∗ and b∗ axis, respectively). Minimal disper-
sion is found along �Z, which being parallel to the c∗ axis
represents approximately the long molecular axis. Charge-
carrier mobilities are therefore expected to be highest in the
(a∗, b∗) plane regardless of oligomer length. Similar results
have also been found in other molecular crystals, such as in
oligoacenes [52] and sexiphenyl [53]. The overall flat band
character of the conduction states around the band gap can be
attributed to the dominant role of the π orbitals.

The projected density of states (PDOS) of the conduction
bands is shown in Fig. 3. The sharp peaks up to 3 eV from
the conduction band edge have mainly C p and S p character
and are formed by antibonding π∗ orbitals. They are there-
fore expected to participate significantly in the C K-edge and
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FIG. 2. Kohn-Sham band structure and total density of states (TDOS) of 2T (left), 4T (middle), and 6T (right). Energies are relative to the
Fermi level set in the midgap. The subbands of the highest valence band pair and the lowest conduction band pair are highlighted in blue. The
considered high-symmetry points in units of (2π/a, 2π/b, 2π/c) are � = (0, 0, 0), C = (0.5, 0.5, 0), X = (0.5, 0, 0), Y = (0, 0.5, 0), and
Z = (0, 0, 0.5).

S K-edge absorption spectra. The contribution from the C p
states is similar for all subbands below 2 eV, while that of the
S p states is decreasing when going to higher energy. There are
also small contributions from S d states. This admixture of S
d states, while seemingly insignificant, plays a crucial role in
explaining the aromatic character of oligothiophenes [54] as

FIG. 3. Projected densities of states indicating hydrogen, carbon,
and sulfur atomic orbital contributions in 2T (top), 4T (middle),
and 6T (bottom). Energies are relative to the conduction band min-
imum (CBm). Calculations are performed with the LDA or PBE0
functional.

well as their electronic structure [55]. The LUMO subbands
are therefore expected to contribute to the absorption from the
S L2,3 edge.

The DOS of all investigated systems is largest at approx-
imately 2 eV to 2.5 eV where multiple hybridized states
contribute (see also Fig. 2), including the σ ∗(C-S), the
σ ∗(C-C), and the σ ∗(C-H) orbitals. Consequently, we expect
significant contributions from these bands to all investigated
absorption edges. The region from 3 eV to 4.5 eV has mainly
C p character and can be attributed to higher-lying σ ∗(C-C)
orbitals with small contributions from S d , S p, S s, and C s
states. From 5 eV to 8 eV, we find hybridized states of S p, S
d , and C p character. The overall PDOS is very similar for all
investigated systems. The main differences are the occurrence
of additional bands and a slight redshift of the strongest peak
with increasing oligomer length. Additionally, from 3 eV to
4 eV, the contributions from C p states shift to higher energies
with increasing oligomer length.

For 2T, we also show in Fig. 3 the PDOS of the unoccupied
region obtained with the hybrid functional PBE0 [56]. The
small differences compared to the LDA result justify using
LDA and apply a scissors shift for mimicking self-energy
effects when computing the XAS spectra.

B. X-ray absorption spectra

In the following, we will show our results for the x-ray
absorption spectra from the K and L2,3 edges. A detailed
analysis of the spectral features for the C K and S L2,3 edges is
performed for 2T, where experimental data are available [23].
In the case of the S K edge, where this is not the case, we
focus on 4T to highlight the differences between the two
inequivalent sulfur sites. We then investigate the effects of
oligomer length on the spectral features and exciton binding
energies for all considered systems.

The absorption spectra of all investigated edges are shown
in Fig. 4. The black lines represent the sum of contributions
from all inequivalent atoms. To guide the reader, we label the
peaks in two ways: first, by their ascending energy order in
the full absorption spectrum, and second, by their origin. In
the case of the sulfur S L2,3 spectra, the subscripts 2 and 3
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FIG. 4. Absorption spectra from the carbon K (left), sulfur K (middle), and sulfur L2,3 (right) absorption edge of crystalline 2T (top),
4T (middle), and 6T (bottom) as obtained from solutions of the BSE. The contributions from inequivalent atoms are shown as colored lines,
their sum in black. All spectra are averages over the three diagonal Cartesian components. For the assignment of spectral features, we refer to
Tables II, III, and IV.

indicate whether the feature stems from the L2 or L3 edge,
respectively. Our approach allows us not only to probe each
atom individually, but also to clearly discern the nature of the
excitations. A detailed explanation of all peaks and their origin
is given in the respective sections.

1. Carbon K edge

We start our analysis of the x-ray absorption spectra from
the carbon K edge by comparing the BSE solutions with
the IPA for the 2T crystal. In Fig. 5, we show the spectra
of the inequivalent C atoms as an average of the diagonal
cartesian components, in order to reproduce the experimen-
tal scenario in which the samples have either polycrystalline
domains or are randomly oriented with respect to the radia-
tion source. We recall that the IPA spectra are related to the
PDOS of the conduction states, featuring the contributions of
the momentum matrix elements between core and conduction
states, 〈ck|p̂|uk〉, i.e., the dipole selection rules. Since only
transitions from the 1s state to unoccupied p orbitals are
dipole-allowed, the IPA spectra can be related to the corre-
sponding contributions of the C p states shown in Fig. 3.

The first peak at the IPA onset represents transitions to
the LUMO subbands. They are weak for C2 because the
corresponding charge density is not localized on this atom.
Beyond the first peak, a broader range of excitations of about
3 eV to 4 eV is found. They are formed by transitions to the
conduction bands in the range from 2 eV to 5 eV above the
onset (see Fig. 3). Inclusion of the attractive electron-hole in-
teraction by the BSE lowers the absorption onset by more than
2.5 eV and leads to a significant redistribution of oscillator
strength to a few excitons. As shown in Fig. 13 in Appendix B,
the differences between singlet and triplet excitation energies
are smaller than 150 meV, indicating that local field effects

(LFEs) do not play a major role. This is a result of the highly
localized character of the excitons, as previously found for
the nitrogen K edge of azobenzene monolayers [40]. This
is in contrast to optical excitations of nT crystals, where we
find singlet-triplet splitting of the same order as the binding
energies [57].

We can identify several peaks in the BSE spectrum. A
summary of the spectral features and their assignment is given
in Table II. The lowest excitation, peak A, is formed by transi-
tions to the LUMO and LUMO+1 subbands with hybridized
C-S π∗ character. This is visualized in Fig. 6, where we
show for selected examples which bands contribute to the
excitons with highest oscillator strength. Since all C atoms
contribute to the aromaticity of 2T, this bright exciton with
large oscillator strength is present in all atom-resolved spectra.
The range of the respective excitation energies (about 0.8 eV)
corresponds to the different energies of the 1s core levels that
are separated by 1 eV. We also observe significant differences
between α-C and β-C species. The higher excitation energies

TABLE II. Excitation energies, E , of the spectral features in the
carbon K absorption edge of crystalline 2T and assignment of fea-
tures to the respective final states. The excitation energies are defined
for each inequivalent atom by the most intense exciton contributing
to the respective peaks.

E (eV)

Peak/Assignment C1 C2 C3 C4

A/π∗ (LUMO, LUMO+1) 285.9 285.7 285.5 286.2
B/π∗ (LUMO, LUMO+1) 286.7 287.3
C/σ ∗ (C-S) 287.4 287.5 287.6
D/mixed σ ∗, π∗ 287.8 288.7 288.1 288.4
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FIG. 5. K edge absorption spectra of the inequivalent carbon
atoms in 2T, averaged over the diagonal Cartesian components.
Excitation energies are indicated by the red bars. For comparison,
the IPA results are shown (gray areas); the dashed bars mark the
corresponding onset.

of the α-C is consistent with the higher electronegativity of
sulfur compared to carbon. The highest excitation energy of
peak A is found for the C4 atom which connects the two
thiophene monomers without a bond to a hydrogen atom.

Our results reproduce a trend that was previously observed
for polycyclic aromatic hydrocarbons where C atoms bound to
hydrogen have lower excitation energies than C atoms without
such bonds [58]. Similar findings were reported for 2T in the
gas phase using the half core-hole approximation [26]. The
β-C atoms, C2 and C3, also exhibit lower exciton binding
energies of Eb = 2.66 eV and Eb = 2.88 eV compared to the
α-C atoms, C1 and C4, with Eb = 3.01 eV and Eb = 3.06 eV.
Such binding energies are typical for Frenkel excitons in
molecular crystals [40,59]. They are significantly larger than
those in the optical excitations of oligothiophene crystals,
which are typically below 1 eV [57]. We also find that the
two lowest-lying excitons—one being bright, the other basi-
cally dark—are very close in energy. These exciton splittings,
which are related to the symmetry of the molecules, range
from 152 meV for C1 to 125 meV for C3.

The second peak, B, at 286.7 eV originates from the β-C
atoms and is dominated by an exciton with large oscillator
strength. It is of π∗ character and formed by transitions to
the LUMO and LUMO+1 subbands for C2, but mostly to the
LUMO+1 subbands for C3. The third peak, C, at 287.5 eV
to 287.6 eV, is attributed to states associated with the C-S
bond of the α-C atoms. It is formed by transitions to σ ∗ bands,

FIG. 6. Conduction band contributions to bound excitons with
the largest oscillator strengths at the carbon K edge of 2T. The size
and color of the circles are indicative of the exciton weights.

ranging from 3.0 eV to 3.5 eV in the PDOS (Fig. 3). Addition-
ally, there are small contributions from delocalized excitons
with σ ∗ character, originating from C2. Peak D receives con-
tributions from all carbon atoms where many transitions with
mixed σ ∗ and π∗ character occur. It is evident from this
discussion that the chemical environment of the carbon atoms
has a distinct impact on the spectral features.

Our theoretical results are in very good agreement with
x-ray absorption measurement data for 2T multilayers on
Ag(111) [23]. Since no information on the experimental setup
is available, we show in Fig. 7 the average over the diagonal
cartesian components of the dielectric tensor. The individual
components are shown in Appendix B (Fig. 14). We accu-
rately reproduce the main spectral features shown in Fig. 7,
i.e., (A) a broad resonance corresponding to transitions to the
LUMO subbands, (B) a shoulder-like resonance due to transi-
tions to the LUMO+1 subbands, (C) a third resonance due to
transitions to higher bands with σ ∗ character associated with
the α-C atoms, and (D) a shoulder assigned to higher Rydberg
excitations [23]. In our results, peak B appears as a shoulder
of peak A instead of peak C. The relative energy of peak B
with respect to the other spectral signatures, however, is well
replicated. Due to the limited experimental resolution, it is
not possible to identify all excitonic features contributing to
peak D. The remaining peaks, however, are clearly resolved.
Interestingly, the spectra for the bulk material discussed here
compare very well to those of experimentally investigated
multilayers [23] which can be rationalized as follows: Since
the intermolecular van der Waals interactions are significantly
weaker than the covalent bonding within the molecules, the
core excitations are strongly localized on the corresponding
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FIG. 7. Absorption spectra from the carbon K edge of crystalline
2T including contributions from all inequivalent C atoms (as depicted
in Fig. 5). The calculated spectrum (green line) obtained by the BSE
includes a Lorentzian broadening of 250 meV. It is shifted by 24.2 eV
to align it with the first absorption peak of the experimental reference
(blue dots) taken from Ref. [23].

molecules, and thus, the spectral features are mainly deter-
mined by intramolecular interactions.

We now explore the dependence of the spectra on the
oligomer length. The overall spectra depicted in Fig. 4, left
panels, show remarkably little differences. The spectral fea-
tures of the four inequivalent carbon atoms of 2T can be
clearly resolved. The longer oligomers, 4T and 6T, contain
eight and twelve inequivalent carbon atoms, respectively.
Summing over all contributions leads to smoother spectral
shapes for these crystals compared to 2T.

The most pronounced differences between the spectra oc-
cur close to the absorption onset in the range from 284 eV to
287 eV. Here, the π∗ resonances are blueshifted with increas-
ing oligomer length; i.e., the lowest lying excitation of 2T is
shifted by 0.24 eV and 0.31 eV compared to its counterpart
in 4T and 6T, respectively. In the latter two, the resonance A
is split into two distinct peaks, A1 and A2, that are separated
by 0.9 eV, corresponding to the difference between 1s core
energies of chemically inequivalent carbon atoms giving rise
to these excitations. Peak B is not resolved in the spectra of
4T and 6T but contributes to peak A2 instead. We attribute
the blueshift of the π∗ resonances to two effects that are
commonly found in linear oligomers such as oligoacenes [60]:
With increasing oligomer length, the e-h pair is more delocal-
ized, going hand in hand with increased dielectric screening.
This reduces the average Coulomb attraction. The effect is
more pronounced when going from 2T to 4T than from 4T
to 6T because the e-h pair is still mainly localized on the
respective atom and does not spread over the whole length
of the molecule. It is important, however, to distinguish where
the probed atom is exactly located in the molecule. The delo-
calization of the e-h pair decreases the closer the atom is to the
edge of the molecule. This results in a shift to lower excitation
energies for the atoms on the outer thiophene ring compared
to those in the inner ones. Moreover, C1 experiences a signif-
icant redshift compared to the other α-C atoms because of its
additional hydrogen bond. This effect is illustrated in Fig. 4
where the contributions stemming from the α- and the β-C

atoms are depicted separately. In 4T and 6T, we can identify
a shoulder between peaks A1 and A2 as originating from
excitations of C1 with π∗ character. Peak C, however, is not
significantly shifted for C1. With increasing oligomer length,
we are therefore able to clearly distinguish the contributions
of the C atoms based on their covalent bonding to S and H
atoms.

Comparing the binding energies of the lowest-lying exci-
tons for all inequivalent C atoms (see Fig. 8), we find that
binding energies related to transitions from the α-C atoms
are larger than those from the β-C atoms. We attribute this
to the higher electronegativity of sulfur compared to carbon.
With increasing oligomer length, the exciton binding energies
of the lowest excitonic states slightly decrease for both car-
bon types. The splitting of the lowest-lying excitons reduces
from 150 meV in 2T to 50 meV in 6T. This follows the
trend observed for the band gap that depends almost lin-
early on the inverse molecular length [61], and the exciton
binding energies in the optical range of crystalline nT [57].
Again, we attribute this effect to the reduction of the aver-
age Coulomb interaction with increasing oligomer length as
the excitons corresponding to π∗ resonances are increasingly
delocalized along the molecular chain. We emphasize that
for the lowest-lying exciton pair in all investigated systems,
this delocalization does not give rise to charge transfer to
adjacent molecules. This is in contrast to optical excitations
where charge-transfer excitons can be found for long-chain
molecular crystals [60,62–67].

2. Sulfur K edge

For the analysis of S K-edge spectra, we focus on the
example of 4T, that has two inequivalent sulfur sites (labeled
S1 and S2). The corresponding BSE spectra are shown in
Fig. 9 together with their IPA counterparts. Analogous to the
C K edge, we can directly relate the sulfur p contributions of
the conduction states (Fig. 3) to the spectral features, which
are dominated by an intense peak B′, formed by transitions
to bands with σ ∗ character which are associated with the
single C-S bond. This corresponds to the peak at 3.0 eV in
the PDOS. At the IPA onset, we find peaks with low intensity.
They represent transitions to the LUMO+n subbands with π∗
character. In this range, excitations from S2 contribute more
significantly to the LUMO subbands, whereas those from S1
contribute equally to all LUMO+n subbands. This result is
expected since the LUMO is less localized on the sulfur atom
at the edge of the molecule (S1).

The inclusion of electron-hole interaction redshifts the
spectrum by 1.9 eV and redistributes the oscillator strength
to a few excitons in the vicinity of the absorption onset. For
this deep edge, we find that LFEs play a minuscule role, only
inducing a negligible shift of less than 1 meV (see Fig. 13
in Appendix B). A summary of the relevant spectral features
is given in Table III. The two inequivalent sulfur atoms, with
their 1s levels separated by 6 meV, contribute equally to the
total absorption spectrum which is characterized by two main
features. The lower one, comprising peaks A and B, separated
by 0.3 eV, is dominated by two excitons with large oscillator
strengths, whereas the higher one, comprising peaks C and
D, is formed by many transitions with lower intensity. The
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FIG. 8. Exciton binding energies (Eb) of all inequivalent atoms for the lowest-lying π∗ and σ ∗ resonances in the carbon K , sulfur K , and
sulfur L2,3 absorption edges in crystalline nT (n = 2, 4, 6). They are obtained as the difference between the excitation energies computed from
the IPA and the BSE.

first peak, A, is formed by transitions to the subbands with
π∗ character associated with the LUMO orbital. Peak B is
most intense and is formed by transitions to the subbands
with σ ∗ character associated with the C-S bond. This is vi-
sualized in Appendix B in Fig. 15, where we show which
bands contribute to these two bright excitons. Our assignment
of peaks A and B matches experimental results for thiophene
multilayers [68] and molecular thiophene [22,27,29].

FIG. 9. Absorption spectra from the S K edge of the inequivalent
sulfur atoms in 4T (S1 and S2) averaged over the diagonal Cartesian
components. Excitation energies of individual excitons are indicated
by the red bars. For comparison, the IPA results are shown (gray
areas); the dashed bars mark the corresponding onset.

Exciton A has a binding energy of 1.90 eV in the spectrum
from S1 and 1.89 eV from S2. For peak B, we obtain binding
energies of 3.98 eV and 3.93 eV from the excitation of the
two species, respectively. They are, remarkably, more than
twice as large as those of exciton A. (Note the importance
of determining the binding energy by assessing the impact of
electron-hole interaction; see Sec. III.) This difference can be
understood by the varying degrees of localization of the e-h
wave functions shown in Fig. 10. While peak A is formed
by transitions to π∗ orbitals that are delocalized along the
oligomer chain, peak B is dominated by transitions to σ ∗
orbitals, making the excitons strongly localized around the
excited sulfur atoms. Moreover, we find that the wave function
of both excitons is more delocalized for transitions from the
atom in the inner thiophene ring, S2. This, in turn, leads
to the smaller exciton binding energies compared to those

TABLE III. Excitation energies, E , of the spectral features in the
S K absorption edge of crystalline 4T and assignment of features
to the respective final states. The excitation energies are defined for
each inequivalent atom by the most intense exciton contributing to
the respective peaks.

E (eV)

Peak/Assignment S1 S2

A/π∗ (LUMO, LUMO+1, LUMO+2) 2391.1 2391.1
B/σ ∗ (C-S) 2391.4 2391.4
C/mixed σ ∗, π∗ 2392.4 2392.6
D/mixed σ ∗, π∗ 2393.0 2392.8
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FIG. 10. Real-space representation of the electron distribution of
the excitons in the S1 (top) and S2 (bottom) K edge in crystalline 4T.
The left (right) panels show the lowest π∗ (σ ∗) resonances. The hole
(red dot) is fixed near the probed atom.

from S1. The splitting of the excitonic states corresponding to
peaks A and B are 1 meV and 3 meV, respectively. The most
pronounced differences between the two inequivalent sulfur
atoms occur for peaks C and D. They are formed by several
transitions primarily to π∗ orbitals with some admixture of
σ ∗ states, in contrast to a previous assignment to transitions
to higher lying σ ∗ orbitals [22]. The energy difference in the
spectra obtained from S1 and S2 is only 30 meV for peak C
while it is 250 meV for D. As a result, peak C appears barely
as a shoulder of peak D in the spectrum arising from S2 (see
Fig. 9).

In order to analyze in more detail the S K-edge spectra
as a function of the chain length, we go back to Fig. 4,
inspecting the middle panels. The overall spectral shapes and
intensities are very similar for all investigated systems. The
main differences occur for the two lowest lying peaks. The
first one (labeled A in Fig. 9) is blueshifted with increasing
oligomer length, and like in the spectra from the C K edge,
this effect is stronger when going from 2T to 4T (0.28 eV)
than from 4T to 6T (0.03 eV). For peak B, the corresponding
energy differences are 0.07 eV and 0.08 eV, respectively.
The π∗ resonances, on the other hand, are hardly affected
by the oligomer length. A similar result has been found for
α-substituted thiophenes [29]. Analogous to the C K edge,
we attribute this blueshift to the reduction of the average
Coulomb attraction with increasing oligomer length. Peaks
A and B are separated by 0.5 eV in 2T, 0.3 eV in 4T, and
0.3 eV in 6T. For comparison, experimental values of 0.5 eV
for thiophene multilayers [68] and 0.7 eV for thiophene in
solution [29] have been reported. This is in line with our
observations of pronounced exciton localization on short or
isolated molecules. As such, we also expect a value larger than
0.5 eV for monothiophene crystals.

In Fig. 4, middle panels, we also distinguish the contri-
butions from inequivalent sulfur atoms. The first two peaks
are nearly identical for all sulfur atoms, with differences of
less than 60 meV which is the order of the S 1s core-level
shift (33 meV) in 6T. In 4T and 6T, the third peak from S1
is blueshifted by 0.2–0.3 eV with respect to its counterparts
from the other sulfur atoms. This result is somewhat surpris-
ing since we would rather expect a small redshift of the π∗

resonances of S1 due to reduced correlation effects for its
position at the edge of the molecule. A possible explanation
lies in the different contributions of the two sulfur atoms to
the electronic structure. This will be discussed in connection
to the S L2,3 edge below. We note that a similar finding has
not been reported before since most studies concentrate on
thiophenic compounds with only one sulfur atom [28–30,68].

Lastly, we address the trends of the exciton binding en-
ergies as summarized in Fig. 8. Analogous to the results
obtained from the C K edge, the exciton binding energy of
peak A is reduced by about 1 eV when going from 2T to 6T.
Overall, we find smaller values for the spectra obtained from
S atoms in the inner thiophene rings (S1 > S2 > S3). The
exciton binding energies of peak B are also slightly reduced
with increasing molecular length, the reduction from 2T to 6T
being 0.4 eV. The smaller decrease compared to peak A is
explained by the character of the transition, as σ ∗ resonances
are less affected by the increased aromatic character of longer
oligomers and remain largely localized on the probed atom
and on the respective monomer (see also Fig. 10). We note
in passing that to the best of our knowledge, there are no
experimental references for the S K edge of oligothiophene
crystals except monothiophene [22,27,28].

3. Sulfur L2,3 edge

In Fig. 11, the S L2,3 absorption edge of 2T obtained
from the BSE and the IPA is shown. Since dipole-allowed
transitions occur only from the p-like core state to conduc-
tion states with s or d character, the IPA spectrum reflects
the symmetry-decomposed features in the unoccupied bands.
At the IPA onset, we find a hump with low intensity. It is
formed by transitions to the LUMO subbands which exhibit
small contributions from the S d states. The intense peak
at 170 eV corresponds to the peaks at 3.0 eV in the PDOS
(see Fig. 3). The solution of the BSE redshifts the spectrum
by 3 eV compared to the IPA spectrum, and the oscillator
strength is redistributed to a few excitons. LFEs, however, do
not play a significant role in the formation of excitons and
shift the excitation energies by less than 150 meV (see Fig. 13
in Appendix B).

The absorption spectra of 2T, shown in Fig. 11, match very
well the experimental SOC splitting of 1.3 eV in the S 2p lev-
els [69,70]. To guide the reader, we label the spectral features
in addition to denoting the edge. The three main features—
peak B3, the peak structure formed by peaks B2 and C3, and
peak C2—are comparable in intensity. An enumeration of all
spectral features and corresponding binding energies is given
in Table IV. We first analyze the features originating from the
L3 edge, i.e., the S 2p3/2 states. The shoulder A3 is formed
by four excitons with low oscillator strengths, corresponding
to transitions to the LUMO and LUMO+1 subbands with
π∗ character. The intensity of this feature is small due to
the predominant p character of the LUMO subbands. For
the lowest-lying exciton, we calculate a binding energy of
2.6 eV and an exciton splitting of 44 meV. It spreads over
the respective 2T molecule, but there is no charge transfer to
adjacent molecules. The second peak, B3, is solely formed by
transitions to the σ ∗ orbitals associated with the C-S bond. It
is dominated by four excitons with high oscillator strengths.
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FIG. 11. Top: S L2,3 absorption spectra of 2T, averaged over
the diagonal Cartesian components (green line) compared to ex-
periment (blue dots) [23]. The calculated spectra are shifted by
15.3 eV to align the first peak with its experimental reference. A
Lorentzian broadening of 400 meV is applied in the top curve; a
smaller value of 150 meV is used in the bottom curve to resolve all
spectral features. Bottom: BSE spectra and excitation energies (red)
with their oscillator strength indicated by the height of the bars. A
Lorentzian broadening of 150 meV is applied. For highlighting the
strong excitonic effects, the IPA solution (gray area) is displayed for
comparison, where the dashed line represents the absorption onset.

TABLE IV. Excitation energies, E , of the spectral features in the
S L2,3 absorption edge of crystalline 2T, exciton binding energies, Eb,
and assignment of features to the respective final states. The excita-
tion energies are defined by the most intense exciton contributing
to the respective peaks. The binding energies are obtained as the
difference in excitation energy with respect to their IPA counterparts,
i.e., the IPA onset for π∗ (LUMO, peak A) and peak B′ for σ ∗ (C-S,
peak B) resonances.

Peak E (eV) Eb (eV) Assignment

A3 165.3 2.6 2p3/2 → π∗ (LUMO, LUMO+1)
B3 165.8 4.3 2p3/2 → σ ∗ (C-S)
A2 166.6 1.3 2p1/2 → π∗ (LUMO, LUMO+1)
B2 167.0 3.0 2p1/2 → σ ∗ (C-S)

2p3/2 → π∗ (LUMO)
C3 167.6 0.6 2p3/2 → π∗ (LUMO)

2p1/2 → σ ∗ (C-S)
D3 168.2 2p3/2 → mixed σ ∗, π∗

C2 168.5 2p1/2 → π∗ (LUMO)
D2 169.5 2p1/2 → mixed σ ∗, π∗

FIG. 12. Sulfur L2 and L3 BSE spectra and cross terms,
L2,3-L2-L3, for crystalline nT. The shown curves represent sums of
the contributions from all inequivalent S atoms and averages over
the three diagonal Cartesian components.

They are highly localized, as evident by the larger binding
energy of 4.3 eV compared to A3. The splitting of the two
lowest-lying excitons of peak B3 is 150 meV. Remarkably,
despite S L2,3 being a much shallower edge than S K , the
binding energies of peaks A3 and B3 are almost equal to the
ones found in the S K edge of 2T. The exciton splittings,
however, are considerably larger here, ranging from 130 meV
to 150 meV. They are of the same order as those found in the
C K edge concomitant with the comparable energies of the C
1s and S 2p core states.

Several excitons contribute to the third peak, C3. It is
predominately formed by transitions with π∗ character to
the LUMO subbands. The overlap with peak B2 leads to an
additional mixing with transitions from the S 2p1/2 state to
the σ ∗ bands, but this does not significantly alter its excitonic
character. Finally, we identify the shoulder D3 at 168.2 eV
being formed by transitions with mixed π∗ and σ ∗ character
to the LUMO+1 subbands and higher bands up to 5.0 eV,
which are of mixed S s and d character. In the L2 edge, the
spectral features are blueshifted by 1.3 eV due to SOC, where
the transitions occur to the same conduction states as in the
L3 edge. Peak B2 results from significant mixing between
transitions from the S 2p3/2 states to the LUMO subbands and
transitions from the S 2p1/2 states to bands with σ ∗ character.
This is also visualized in Fig. 16, where we show for selected
examples which bands contribute to the excitons with highest
oscillator strengths.

In Fig. 11, we also compare our results with the experi-
mental spectrum obtained for 2T multilayers on Ag(111) [23].
In lack of information on the setup of the measurement, we

024603-10



X-RAY ABSORPTION SPECTROSCOPY OF … PHYSICAL REVIEW MATERIALS 8, 024603 (2024)

TABLE V. Computational settings employed for the calculation
of the absorption edges of nT crystals. Shown are the k grid, the
plane-wave cutoff Rmin

MT Gmax, the cutoff for local-field effects |G +
q|max (in units of a−1

0 ), and the number of unoccupied states in the
BSE Hamiltonian.

Carbon K edge 2T 4T 6T

k grid 6 × 6 × 4 3 × 5 × 2 8 × 8 × 6
Rmin

MT Gmax 4.5 4.0 4.0
|G + q|max 4.5 3.0 3.0
Unoccupied states 50 70 60

Sulfur K edge 2T 4T 6T

k grid 6 × 6 × 4 3 × 5 × 2 3 × 5 × 2
Rmin

MT Gmax 4.5 4.0 4.0
|G + q|max 4.5 3.5 3.5
Unoccupied states 100 120 120

Sulfur L2,3 edge 2T 4T 6T

k grid 4 × 4 × 4 3 × 5 × 2 3 × 5 × 2
Rmin

MT Gmax 4.5 4.0 4.0
|G + q|max 5.0 3.0 3.0
Unoccupied states 100 100 130

display the theoretical result as the average over the diagonal
Cartesian components of the macroscopic dielectric tensor.
The three intense resonances found in the experimental spec-
trum are well replicated by our calculation. Note that the
experimentally observed shoulder at 165.3 eV corresponds
to feature A3 that becomes apparent when using a smaller
broadening of 150 meV (lower curve). In excellent agreement
with our results (see Table IV), all previous studies assign
resonance (1) to transitions from S 2p3/2 states to σ ∗ orbitals
associated with the C-S bond [22,23,32,33]. We trace back the
second resonance (2) to the superposition of S 2p1/2 → σ ∗

(C-S) transitions and S 2p3/2 → π∗ (LUMO) transitions. in
contrast to Ref. [23] where it was assigned to a superposition
of S 2p1/2 → σ ∗ (C-S) transitions and Rydberg-like transi-
tions from the S 2p3/2 states to higher energy σ ∗ orbitals. The
splitting between the two peaks contributing to (2), B2 and
C3, is 0.4 eV, in excellent agreement with the experimental
value of 0.4 eV [32]. Feature (3) is formed by S 2p1/2 → π∗
(LUMO) transitions in agreement with other experimental
results [22,32,33].

Some effort has also been spent to describe the less intense
peaks in the S L2,3 spectrum commonly observed in the exper-
imental results [22,23,32]. Here, we provide a comprehensive
assignment of all spectral features: We attribute the shoulder
A3, at 165.3 eV, observed in multiple experiments [23,32],
to S 2p3/2 → π∗ (LUMO, LUMO+1) transitions. Peak A2

at 166.6 eV, however, has not been resolved experimentally.
Koller et al. [32] found that resonance (3) is straddled by
two weaker resonances, which they assign to transitions to the
LUMO+1 subbands. Our calculation matches this result very
well, as two weaker resonances, D3 and D2, straddle C2, the
intense one. D3 and D2 are formed by transitions with mixed
π∗ and σ ∗ character from the S 2p1/2 and S 2p3/2 states to the
LUMO+1 subbands and higher bands up to 5.0 eV above the
onset (see also PDOS in Fig. 3).

The individual L2 and L3 spectra together with the cross
terms are displayed in Fig. 12. The L2 spectrum is, accord-
ing to SOC, blueshifted by 1.3 eV compared to to the L3

counterpart. In the independent-particle picture, we obtain,
as expected, a branching ratio of 2 : 1 for the L3 and L2

sub-edges, which reflects the ratio between the numbers of
MJ states. The cross terms significantly lower the branch-
ing ratio by transferring intensity from the L3 to the L2

edge. This effect is most pronounced from 167.0 eV to
167.5 eV in 2T and 6T where significant mixing of both
sub-edges occurs. Similar results have been found for the

FIG. 13. Absorption spectra from the carbon K (left), sulfur K (middle), and sulfur L2,3 (right) edge of crystalline 2T (top), 4T (middle),
and 6T (bottom). The shown curves represent sums of the contributions from all inequivalent S atoms and averages over the three diagonal
Cartesian components. Shown are the singlet, the triplet (Hx = 0), and the IPA (Hx, Hc = 0) solutions to the BSE [Eq. (2)].
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FIG. 14. Imaginary part of the macroscopic dielectric tensor components along the crystal axes for the C K (left), S K (middle), and S L2,3

(right) edge of crystalline 2T (top), 4T (middle), and 6T (bottom). They are summations over all respective inequivalent atoms.

L2,3 absorption edge of 3d transition elements, e.g., in TiO2

where the branching ratio is reduced to approximately 1 : 1
[35,71].

Finally, we address the binding energies of the lowest-lying
excitons in all investigated systems (Fig. 8). The value for
peak A3 is reduced by about 1 eV when going from 2T to
6T, again owing to the exciton delocalization with increasing
oligomer length. Smaller values are found for the spectra from

FIG. 15. Conduction band contributions to the bound excitons
with the largest oscillator strengths at the sulfur K edge of 4T. The
size and color of the circles are indicative of the exciton weights.

the S atoms in the inner thiophene rings (S1 > S2 > S3). The
binding energies of the excitons corresponding to peak B3 ex-
hibit only a range of 0.5 eV across the different systems. This
small range compared to peak A3 originates from the nature
of the transitions as σ ∗ resonances remain largely localized
on the probed atom and on the respective monomer. They
are, thus, less affected by the increased aromatic character
of longer oligomers. These results are almost identical to the

FIG. 16. Conduction band contributions to the bound excitons
with the largest oscillator strengths at the sulfur L2,3 edge of 2T. The
size and color of the circles are indicative of the exciton weights.
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TABLE VI. Carbon 1s core-level energies of crystalline nT calculated within the LDA. All energies are in units of eV.

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12

2T −261.08 −260.54 −260.50 −261.50
4T −260.93 −260.38 −260.35 −261.35 −261.37 −260.37 −260.37 −261.39
6T −260.75 −260.19 −260.16 −261.13 −261.14 −260.18 −260.17 −261.16 −261.16 −260.19 −260.19 −261.15

ones obtained for peaks A and B in the S K edge, owing to the
similar nature of the transitions. In both absorption edges, they
target the same final states, which are for (1), the LUMO+n
subbands, and for (2), the bands of σ ∗ character associated
with the C-S bond at approximately 3 eV (see PDOS in
Fig. 3). These bands have mainly C p and S p character
but exhibit admixtures of S d states. This hybridization is
decisive for the similar exciton properties of the S K and S
L2,3 absorption edges.

VI. SUMMARY AND CONCLUSIONS

We have presented a first-principles study of core excita-
tions in oligothiophene crystals, i.e., 2T, 4T, and 6T, treating
the absorption from the K and L2,3 edges on the same footing.
In all spectra, we have found that the inclusion of electron-
hole interaction leads to a significant redshift of the absorption
onset up to 3 eV. At all edges, several bound excitons with
binding energies of up to 4.5 eV are formed. Their final states
exhibit the π∗ orbital character of the lower-lying conduction
bands. However, excitations with σ ∗ character have the largest
binding energies. The overall spectral shape and intensity of
the main peaks in all considered absorption edges are very
similar in all investigated systems. The exciton binding en-
ergies, however, are decreasing by up to 1.0 eV going from
2T to 6T. This results from the reduction of the average
Coulomb attraction, due to increased delocalization of the e-h
pairs with increasing oligomer length together with enhanced
dielectric screening. π∗ resonances, which are delocalized
along the molecular chain, are affected more strongly than
σ ∗ resonances, which are localized on the respective excited
atoms. In the absorption from the C K edge, spectral features
can be assigned to two groups of carbon atoms, i.e., with or
without sulfur bonding. The differences among inequivalent
sulfur atoms are much less pronounced in the absorption from
the S K and S L2,3 edges. Our results for the C K and S L2,3

edges for crystalline 2T match the experimental spectra for 2T
multilayers [23], which highlights the predominant molecular
character of the spectral features.

This comprehensive study of core excitations in oligothio-
phene crystals provides an in-depth characterization of these
materials in terms of light-matter interaction in the short-
wavelength range. Our work further confirms the predictive
power of many-body perturbation theory in determining the
character of the excitonic resonances and their dependence on
the oligomer length.
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APPENDIX A: COMPUTATIONAL PARAMETERS

For completeness, we show the employed computational
settings for the different absorption edges in Table V.

APPENDIX B: X-RAY ABSORPTION SPECTRA

In Fig. 13, we visualize the difference between singlet and
triplet excitations, i.e., the impact of local-field effects, for all
systems under investigation. Figure 14 shows the individual
components of the macroscopic dielectric tensors along the
crystal axes. To further complement the exciton analysis in
Secs. V B 2 and V B 3, we depict the exciton distribution in re-
ciprocal space for selected bound excitons in Figs. 15 and 16.

APPENDIX C: CORE-LEVEL ENERGIES

Core-level energies of all investigated systems obtained
by the local-density approximation are given in Tables VI
and VII.

TABLE VII. Sulfur 1s and 2p core-level energies of crystalline nT calculated within the LDA. All energies are in units of eV.

1s 2p1/2 2p3/2

S1 S2 S3 S1 S2 S3 S1 S2 S3

2T −2389.94 −150.38 −149.12
4T −2389.78 −2389.77 −150.22 −150.21 −148.96 −148.95
6T −2389.60 −2389.59 −2389.56 −150.05 −150.04 −150.02 −148.79 −148.78 −148.76
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