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Surprisingly little is known about the microscopic processes that govern ferroelectric switching in orthorhom-
bic ferroelectrics. To study these processes, we combine ab initio-based molecular dynamics simulations and
data science on the prototypical material BaTiO3. We reveal two different field regimes: For moderate field
strengths, the switching is dominated by domain wall motion, while a fast bulklike switching can be induced for
large fields. Switching in both field regimes follows a multistep process via polarization directions perpendicular
to the applied field. In the former case, the moving wall is of Bloch character and hosts dipole vortices due
to nucleation, growth, and crossing of two-dimensional 90◦ domains. In the second case, the local polarization
shows a continuous correlated rotation via an intermediate tetragonal multidomain state.
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I. INTRODUCTION

It is an open question whether the reversal of polariza-
tion in ferroelectrics happens mainly by direct switching by
180◦ or in successive multistep events, e.g., two 90◦ steps. In
macroscopic models, the energy barrier for direct switching is
larger than for successive switching events [1–5]. The latter
has also been reported for single crystals [6–8] and poly-
crystalline samples [9,10]. Furthermore, it has been discussed
that correlated and coherent multistep switching, e.g., by
preexisting domain structures, cannot be distinguished from
direct switching on the macroscopic scale [2,3]. However, it is
also known that homogeneous switching is only relevant for
high field strengths and defect-free materials [11]. Otherwise,
switching is related to nucleation at interfaces or defects and
the consecutive growth of nuclei [12–19]. The realization of
multistep switching by nucleation and growth is thus chal-
lenged by electrostatic and elastic interface energies.

Ferroelectric domain walls (DWs) are the interfaces be-
tween regions with different polarizations (P). It is settled that
the characteristics of ferroelectric switching and polarization
kinetics depend on DWs and their dynamics. However, the
underlying microscopic processes are not fully clear and even
the nature of the polarization change across walls is again
under debate [14,20]. On charge-neutral walls, the component
of the polarization vector parallel to the wall (P||) switches
its sign. For a long time, it was accepted that this switching
is Ising-like with a local reduction of the magnitude of P;
see Fig. 1(a) [21,22]. However, phenomenological models
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have predicted that (meta-)stable Bloch-like DWs with the
rotation of the order parameter on the wall, i.e., a finite Pt [see
Fig. 1(b)], may exist in orthorhombic [23,24] and rhombo-
hedral ferroelectric phases [24–28]. Bloch walls with locally
varying rotation direction and Neél walls with finite polariza-
tion perpendicular to the wall have been reported [25,29]. For
tetragonal ferroelectrics, Bloch-like walls have been discussed
for PbTiO3 [30,31] and for particular wall directions in Pb-
free materials [32–34]. As reviewed by Cherifi-Hertel [29],
there is experimental evidence on non-Ising walls. However,
Bloch walls are less common than in theoretical predictions,
which may be partly related to the surface sensitivity of the
experimental analysis [35–38]. On the other hand, most theo-
retical predictions are sensitive to the chosen parametrization
and may overestimate the polarization rotation.

Microscopic theoretical studies on ferroelectric switching
and domain wall motion allow for the fundamental under-
standing of the underlying nucleation processes and have been
successfully used to predict the acceleration of the switch-
ing by nonequilibrium effects [11,15,16,39,40] as well as
complex multistep switching by twinning for 90◦ walls [41].
However, the existing literature mostly focuses on tetragonal
ferroelectrics, while orthorhombic phases are also common
around room temperature, e.g., in (K, Na)NbO3 and solid
solutions based on BaTiO3. In one of the few microscopic
studies, macroscopic multistep switching has been reported
for BaTiO3 in noncollinear electrical fields [42].

In this paper, we combine microscopic simulations with
methods from data science to study field induced polarization
switching and domain wall dynamics of the orthorhombic
phase of BaTiO3. We find two switching scenarios: For mod-
erate fields, the polarization switches by field induced motion
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FIG. 1. Idealized Ising and Bloch walls with 180◦ switching of the polarization via (a) |P| = 0 (P⊥ = Pt = 0) and (b) the rotation of the
polarization via ±Pt (P⊥ = 0, |P| = const). (c) Illustration of our simulation setup. Initially, the system is in the orthorhombic phase with 180◦

domain walls normal to [100] (green frames), a simulation cell of 144 × 48 × 48 f.u. in combination with periodic boundary conditions is
used, and the discussion focuses on the wall initially centered at x = 0. Thereby, each formula unit (f.u.) contains one BaTiO3 unit. The local
polarization in both domains points along P|| = ±P[011], while the components P⊥ = ±P[100] and Pt = ±P[011̄] are zero. (d) Color encoding: We
classify the dipoles by the signs of their [011] components as black (−−), red (++), blue (−+), and magenta (+−). After a field is applied
along [011] (Eext), the parallel domain (red) grows and the walls move (green arrows).

of DWs via two-dimensional nucleation and growth. Excit-
ingly, this is related to a multistep nucleation and growth
process, Bloch-like polarization rotation, and polarization vor-
tices. For high fields, the polarization switches via an ultrafast,
homogeneous switching path which starts in the center of the
domains and propagates in all directions in three-dimensional
space.

II. METHODS

We use molecular dynamics (MD) to simulate the field-
driven evolution of the polarization vector field. Concretely,
we use the effective Hamiltonian by Zhong et al. [43]
parametrized by ab initio simulations [44] and the FERAM

code [45]. This approach allows one to efficiently model
the microscopic properties of ferroelectrics as the collective
atomic displacements are coarse grained to the most relevant
degrees of freedom per BaTiO3 formula unit (f.u.): the acous-
tic displacement vector w and the soft mode vector u which
corresponds to the local dipole moment p = Z∗u, with Z∗ the
effective Born charge. The Hamiltonian is given as

H eff = V self ({u}) + V dpl({u}) + V short ({u})

+ V elas(η1, . . . , η6, {w})

+ V coup({u}, {w}, η1, . . . , η6)

− Z∗ ∑
i

Eext · ui + M∗
dipole

2

∑
i,α

u̇2
α,i, (1)

where V self ({u}), V dpl({u}), and V short ({u}) are the self-
energy, the long-range dipole-dipole interaction, and the
short-range interactions of the local soft modes. The elastic
energy V elas depends on {w} and the homogeneous strain
tensor ηi given in Voigt notation and V coup includes the cou-
plings between the local soft mode and strain. The last two
terms represent the coupling to the external field Eext and
the kinetic energy of the local mode, with M∗

dipole being the
effective mass of the soft mode. The strain is internally op-
timized during each MD step. Previous work demonstrated

the high predictive power of this method for DWs and their
dynamics [39,46,47].

Figure 1(c) is a sketch of our simulation setup. Without
loss of generality, we study the orthorhombic phase with
polarization along ±[011] and an external field (Eext) applied
along [011] and focus on typical 180◦ walls with 〈100〉 normal
(O180) [24,48]. We use a system size of 144 × 48 × 48 f.u.
together with periodic boundary conditions and initialize a
periodic array of 180◦ DWs in x planes. For the DW distances
of 28 nm, interactions between neighboring walls are neg-
ligible [16,49]. Furthermore, finite-size effects and thermal
noise are small and we validate our results by independent
simulation with different random initialization of dipoles.

We apply the field protocol from Ref. [39] to equilibrate
the system in this well-defined domain structure, i.e., we
randomly initialize local dipoles while applying local external
fields and thermalize the system in the orthorhombic phase
(40 K apart from the tetragonal to orthorhombic (T-O) tran-
sition temperatures found for cooling by our model) using
the Nosé-Poincaré thermostat [50]. These fields are removed
and, after further equilibration, Eext is applied instantaneously,
and we analyze the time evolution of the polarization vector
field on slices parallel to the wall (〈pz〉x), i.e., on layers x; see
Fig. 1(c).1 We track the evolution of the domain wall width
(dDW) and the velocity of the domain wall center (vDW = ẋ0)
by fitting the mean polarization per layer at each time step
via [39]

〈pz〉x = p0 tanh

[
x − x0

dDW

]
+ ε, (2)

where the fitting parameters p0 and ε correspond to the satura-
tion polarization without an external field and time-dependent
corrections, respectively.2 Complementarily, we estimate vDW

1Note that the multistep switching on the moving walls was also
reproduced applying the field with a ramping rate 1 kV/mm per
picosecond.

2Note that the converse piezoelectric effect results in a time-
dependent increase of polarization with domain wall motion.

024403-2



MICROSCOPIC INSIGHTS ON FIELD INDUCED … PHYSICAL REVIEW MATERIALS 8, 024403 (2024)

in the steady state based on the macroscopic change of polar-
ization �P as

vDW = a0Lx

2

�P(E )

t

1

pDW
, (3)

where pDW, a0, and Lx are the polarization gain by switching
one unit cell, the lattice constant, and the number of unit
cells in the x direction, respectively, and the presence of two
walls in the system is accounted for by the factor of 1/2. We
estimate pDW by the difference between the mean polarization
in both domains 30 ps after the field has been applied. In both
cases, vDW is averaged over four independent simulations in
the time interval 30–60 ps.

We analyze the formation of polarization vortices on
the moving wall by integrating the winding angle �φi =
arccos ui+1·ui

|ui+1||ui| enclosed between neighboring dipoles along
the closed loop in a counterclockwise direction on all lattice
positions [51],

�i = 1

2π

4∑
i=1

�φi.

We furthermore analyze the time evolution of the distribu-
tion of local dipoles pi and clusters of dipoles. This analysis
is done on separate x planes (slices). We classify the local
dipoles by the sign of their [011] components [see Fig. 1(d)]:

red: pz > 0 ∧ py > 0 (P||, parallel to Eext),
black: pz < 0 ∧ py < 0 (P||, antiparallel to Eext),
magenta: pz > 0 ∧ py < 0 (Pt , perpendicular to Eext),
blue: pz < 0 ∧ py > 0 (Pt , perpendicular to Eext),

and define a cluster as a connected region of unit cells
(cross-shaped stencil) within the same class on one plane.
The presented statistics and averages are taken across the
evolution of all clusters and times.3 The cluster analysis is
realized through a wrapper around the labeling capabilities as
implemented in the skicit-image library [52].

Note that thermal fluctuations cannot be clearly separated
from the initial nuclei formation. To exclude the former, we
start with 10 independent simulations per field strength over
the time interval 3–100 ps and filter out all cluster sizes which
exist for one time step (1 ps) only. We further exclude the
final cluster, i.e., the fully switched slice. Our data set then
consists of the time evolution of all slices of all 10 simulations.
Based on cluster area histograms of vanishing clusters, we
extract a critical area by fitting an exponential. The critical
area is then extracted as the intersection of this exponential
with occurrence frequency “1.” This is what we define as
the critical area because it is the upper bound for unstable
clusters. At the same time, this value is a good approximation
of the lower bound for the critical nucleus area or extent. For
all clusters which grow at least as large as these values, we
subsequently assess the time evolution of their extent and area
at the critical cluster size using a quadratic fit. All scripts used
for the analysis are available on our git repository [53].

3Diagonally connected cells are not counted as neighbors.

FIG. 2. Time evolution of the macroscopic polarization com-
ponent P|| after external fields of 400 kV/cm (blue), 500 kV/cm
(orange), 600 kV/cm (green), and 700 kV/cm (red) have been
applied to independent initial states. Initially, the system is in the
bidomain state with equal domain width (P|| = 0). For 700 kV/cm,
about 8 of 10 simulations follow the fast switching scenario dis-
cussed in Sec. III C.

III. RESULTS

We start our analysis with a systematic screening of dif-
ferent field strengths. One can distinguish three switching
regimes (see Fig. 2):

(I) Below 400 kV/cm, the change of polarization with time
is minor (not shown).

(II) Above this field strength, the polarization increases
with time until the saturation polarization of the single-
domain state in the external field is reached. Thereby, the
velocity of switching is initially accelerated and a steady state
with approximate linear P(t ) is reached after about 30 ps.
The speed of the DWs increases with increasing field strength.
This switching by wall motion is discussed in Sec. III A.

(III) For 700 kV/cm, the system already switches to the
single-domain state before the steady state is reached in about
8 of 10 simulations. This bulklike switching is discussed in
Sec. III C.

Both the activation field for wall motion and the increase of
the switching velocity with the field strength are well known
for ferroelectric switching [20]. Furthermore, the initial ac-
celeration of the walls [39] and the bulklike switching for
high fields [11] have been reported for tetragonal BaTiO3.
However, as discussed in the following, the underlying micro-
scopic processes differ considerably between tetragonal (T)
and orthorhombic (O) phases.

A. Field induced domain wall motion

What are the underlying microscopic processes in the
switching regime (II)? The switching process is dominated
by wall motion as the velocities of the walls estimated from
the macroscopic polarization change by Eq. (3), i.e., from the
superposition of DW motion and other changes of the polar-
ization, is only about 6% larger compared to the actual speed
[Eq. (2), added in brackets] with 75 ± 4 (71 ± 6), 126 ± 8
(117 ± 11), and 183 ± 3 m/s (172 ± 4 m/s) for 500, 600, and
700 kV/cm.

As discussed in the literature for the tetragonal phase
[15,16,39], thermal fluctuations of local dipoles increase on
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FIG. 3. Polarization profile across an O180 domain wall (0 ps,
black), 50 ps (blue), and 90 ps (red) after an external field of Eext =
500 kV/cm has been applied. (a) P||, the polarization projected on
the field direction [011]; (b) Pt , the polarization projected on [01̄1].
Note that for Pt , the sign of the projection has been removed before
averaging. Vertical lines and shaded areas highlight the center and
the width of the domain wall at the corresponding time steps.

DWs due to frustrated interactions, reduced polarization,
and shallower energy minima. In addition, the critical field
strength for the onset of switching is locally reduced. Fig-
ure 3 shows the polarization profile across the initial domain
structure (black) and 50 ps (blue) and 90 ps (red) after the
application of 500 kV/cm. Initially, the walls are sharp with
a width of about 1 f.u., and we can reproduce the prediction
by Landau theory [24], which states that the equilibrium wall
configuration is of Ising type, i.e., Pt and P⊥ at the wall cannot
be distinguished from thermal noise. In steady-state motion,
the mean wall width increases to 1.2 f.u. (±10%). Excitingly,
the applied field changes the character of the walls to mixed
Ising-Bloch-like with 〈|Pt |〉 ≈ 20 μC/cm2; see Fig. 3(b). On
the other hand, no Neél-like polarization rotation is induced as
P⊥ changes neither globally nor locally; cf. Fig. 11. Exemplar-
ily, Fig. 4 shows the time evolution of the dipole distribution
on a slice parallel to the domain wall for 500 kV/cm. Initially,
the dipoles are in the metastable black state antiparallel to the
applied field and all dipoles scatter around the mean value
of polarization of about P|| = −37 μC/cm2; see Figs. 4(a)
and 4(d). After full switching (not shown), the dipoles analo-
gously scatter around the mean value of the red state of about
P|| = 43 μC/cm2, which is the energetic ground state in the
applied field. During switching, the dipoles have to cross the
energy barriers between these two states. As the probability
for the realization of a particular point in configuration space
depends on its energy [54], Figs. 4(a)–4(c) allow us to draw
important conclusions on the switching process: On the one
hand, no dipoles are present in the center of the p[001] − p[010]

plane for all times. The barrier corresponding to direct 180◦

FIG. 4. Time evolution of the dipole distribution in slice x4 (a)–
(c) in p[010] − p[001] space and (d)–(f) in real space after 500 kV/cm
have been applied along the red direction. Colors encode (a)–(c) the
number of dipoles per (2.06 μC/cm2)2 area and (d)–(f) the dipole
direction. Black arrows show the proposed transition path. (a),(d) 15
ps (distance to DW center: 1.6 f.u.); (b),(e) 17 ps (distance to DW
center: 1.1 f.u.); and (c),(f) 20 ps (distance to DW center: 0.1 f.u.).

switching is thus too high for the given field strength and
temperature. On the other hand, the 〈100〉-type directions are
lower in energy and are populated at intermediate times. For
the shown example, a fraction of dipoles already crossed one
of these barriers at 17 ps and has entered the blue state, i.e., the
local energy minimum with P[010] > 0 and |P[010]| ≈ |P[001]|
with polarization perpendicular to the applied field. Conse-
quently, the two-step 90◦ switching across the 〈100〉-type
directions is not only lower in energy than direct switching
in homogeneous phenomenological models [55], but also on
the microscopic scale.

It is important to note that the macroscopic polarization
does not switch in two discrete steps in time. For all times, a
variety of intermediate angles of polarization is present. This
multistage switching is activated by thermal fluctuations of lo-
cal dipoles, but does not occur homogeneously in space. This
can be understood by the polarization gradient and the bound
charges ρ = −(∂Pi/∂xi ) related to a depolarization field and
an energy penalty [15] proportional to ρ2 induced if locally
the sign of the polarization component i switches relative to
its surrounding. Therefore, the z and y interfaces of blue and
magenta and all interfaces of red clusters with the black matrix
are high in energy, respectively. The switching happens by
nucleation and growth of local clusters; see Figs. 4(e) and 4(f).
Analogous to the discussion on tetragonal domain walls in
Refs. [15,54], the shape and interface of the nuclei deviates
from classical nucleation theory by Miller-Weinreich [18,19]
and we find approximately rectangular nuclei with diffuse
interfaces.

As discussed in Sec. II, the initial nucleation and ther-
mal fluctuations are not easy to distinguish and we thus
define disappearing and persisting clusters as approximate
measures. Thereby, it is convenient to distinguish between the
initial switching to blue and magenta directions and the final
switching to the red direction. For 400 kV/cm, the number
of disappearing clusters is more than five times larger for
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FIG. 5. Change of critical cluster (a) area and (b) width for blue,
magenta, and red clusters as a function of field strength. In (b),
one can distinguish the critical width for the direction without (P1)
and with (P2) reversal of the sign of the polarization component, as
illustrated in the inset for the blue cluster.

initial than for final switching, while the number of persisting
clusters is about two times larger for final switching. This
shows that thermal fluctuations and nucleation are more rel-
evant for initial switching and both switching steps follow
different dynamics. With increasing field strength, the number
of initial disappearing clusters is reduced (by a factor of 1.5
for 700 kV/cm) as more clusters form stable nuclei and the
number of persisting clusters increases by a factor of about 3.

Figure 5(a) compares the average critical areas, i.e., num-
ber of f.u. in a cluster, for different field strengths. The
difference between blue and magenta clusters is the error
given by the used fitting and the finite number of statis-
tical samples as equal properties of blue and red clusters
are expected in the thermodynamic limit. For 400 kV/cm,
the critical cluster size for initial switching is approximately
10 f.u. With increasing field strength, field induced fluctu-
ations and this area increase linearly to about 50 f.u. For
red clusters, the critical area is larger and increases linearly
to about 80 f.u. This is mainly because much fewer smaller
clusters are formed by thermal fluctuations, while the area
of crossing initial clusters switching to red increases with the
field strength.

It is important to note that due to the bound charge forma-
tion on the z and y interfaces of blue and magenta clusters,
respectively, the initial clusters and their growth are not
isotropic. Figure 5(b) shows the dependence of the critical
extents on the field strength. Persisting initial clusters show
critical extents along the long and short axes in the range
of 10 and 3 f.u. In agreement with classical nucleation the-
ory [18], the nuclei are thus elongated along the direction of
the switched polarization; however, they show an approximate

FIG. 6. Distributions of growth rates of clusters of the size
estimated in the previous figure for 400, 500, and 700 kV/cm.
The distributions are displayed as “violins,” where the vertical line
centered on the respective field strength value corresponds to a
probability of zero. The field-dependent distribution of the blue and
magenta clusters is shown left and right of the horizontal “zero line”
to allow their statistical comparison in (b). In (a), the distribution for
the red is mirrored for visual uniformity. Black horizontal lines mark
mean values and the lower and upper “whiskers” extending from
the violin plot indicate the minimum and maximum values of the
data distribution. Numbers display the median of each distribution in
f.u./ps.

rectangular rather than triangular shape. For the red cluster,
the difference of the extent is on the level of noise (below
2 f.u.).

Once formed, the growth of the clusters depends on the
field strength. Figure 6 shows the distributions of the averaged
growth rates in f.u./ps of clusters at critical area for three
different values of the field. For each data set, the distribution
is shown in a “violin” along the vertical direction, and hori-
zontal lines mark the mean values and minima/maxima of the
distribution. For red clusters, the distributions are symmetri-
cally mirrored in violine plots [Fig. 6(a)], while the difference
between blue and magenta clusters is compared in the left
and right parts of each violin in Fig. 6(b). The median of the
initial clusters increases from about 26 f.u./ps at 400 kV/cm
to about 33 and 59 f.u./ps at 500 and 700 kV/cm, respec-
tively. Furthermore, increasing the field strength results in the
broadening of the distributions, both around the main peak
as well as the tail; cf. blue vertical line segments above the
violins highlighting each maximum. The red direction shows
similar median values at 400 and 500 kV/cm. At 700 kV/cm,
its minimal switching rate increases to 90 f.u./ps and a second
peak around 300 f.u./ps appears. This again hints to the fact
that the final switching in large fields is dominated by the
crossing of large initial clusters which switch to red within
few time steps.
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FIG. 7. Exemplarily switching scenarios on the moving DW for
400 kV/cm and slice x71. (a) Time evolution of the number of vor-
tices on that layer. (b) Change of the mean polarization along red,
blue, magenta, and black directions. An excerpt of the slice is shown
for the time marked by the black arrow. Colors encode the direc-
tion of the polarization and the colored background highlights the
growth of clusters in the last ps. Three clusters can be distinguished:
(I) and (II) blue and magenta clusters nucleated before, as well as
(III) magenta or red cluster nucleated within the last ps.

Two typical scenarios of nucleation and initial growth are
depicted in the inset of Fig. 7: The light background colors
mark the change of the clusters in the last picosecond. Within
this short period, the blue (I) and magenta (II) clusters have
grown by about 40 and 6 f.u., respectively, and have crossed.
Thereby, forward switching from blue to red sets in at the
interface. One red cluster, thus, forms by the crossing of two
initial clusters, which is the most likely scenario for large
field strength, as discussed above. In addition to this scenario,
forward switching by the nucleation of a new red cluster (III)
may also be possible. However, the time resolution is not
sufficient to disentangle this process from the nucleation of
and crossing of a new magenta cluster (III).

For both switching scenarios, the mean polarization on
the slice follows the trends shown in Fig. 7(b): Either blue,
magenta, or both types of clusters nucleate. Due to the de-
polarization field, these initial clusters commonly span the
whole system along the depolarization direction within less
than 2 ps,4 i.e., with a speed of approximately 4700 m/s
close to the velocity of sound in the material for all field
strengths [56]. For the switching behavior of a single cluster
within a slice, this means that a cluster with an initial extent
of 3 f.u. covers the whole slice length within 2 ps. After
that, the different regions on the wall are separated by one-
dimensional O90 walls running along [010] and [001] with a
typical width of less than 2 f.u. These one-dimensional walls
exhibit a slower sideways motion. Thus, each wall splits into

4Verified for 10 checked samples.

two-dimensional regions with either black and red interfaces
(Ising-type wall) or intermediate blue or magenta polarization
(Bloch-type wall). In this transient state, polarization vortices
form at the boundaries between the different type of clusters.
The number of vortices is always maximal if the domain wall
is centered on a particular layer; cf. Fig. 7(a). However, as
soon as the domain wall has passed the slice or if the field is
switched off, the vortices disappear. The final switching is fast
since the entire crossings of both domain types switch at once.
At this stage, we typically observe that several initial clusters
have already nucleated, which results in faster switching by
merging. With increasing field strength, the probabilities for
initial nucleation as well as for merging and crossing of cluster
increase, which results in the previously discussed increase of
the domain wall speed.

B. Generalization to other domain walls

Why is the discussed 90◦ rotation of the polarization of
a fraction of dipoles possible and favorable on the wall?
Because of the large electromechanical coupling, this obser-
vation is unexpected. What are the properties of the O180
walls that allow the discussed multistep switching and is this
scenario possible with other types of DWs?

First, one may expect that the multistep switching by nu-
cleation and growth is favorable if the transient state is low
in energy. Indeed, the blue and magenta polarization direc-
tions are metastable orthorhombic states. Clusters with these
polarization directions as well as the black initial state share
elastically and electrically compatible O90 walls which are
low in energy [24] as well as stable down to few unit cells [57].
Second, the answer might be hidden in the bound charge
that forms if a local dipole switches the sign of polariza-
tion component i. In the case of 90◦ switching, all dipoles
change only one polarization component, thereby reducing the
bound charge by a factor of about two compared to the full
180◦ switching. Third, one may expect a large probability for
nucleation by thermal fluctuations if either one polarization
component switches or two highly correlated components
switch at the same time. On the other hand, the instanta-
neous switching of two uncorrelated components is rather
unlikely. As discussed above, only one component switches
on the moving O180 wall. Fourth, the energy barrier for direct
switching needs to be higher than the energy barriers for
the multiple switching events. Since the free energy of the
orthorhombic phase is closer to the tetragonal phase (barriers
for the switching of one component) than to the cubic phase
(barrier for switching via zero polarization), this is indeed true
for the O180 wall.

To test these hypotheses, we compare our results for the
O180 wall to one example without multistep switching (T180)
and one example with multistep switching (R109) walls. On
the one hand, multistep switching by 90◦ would be possible
on the moving T180 wall via a transient T90 state. How-
ever, for such switching, two polarization components have
to switch at the same time and these DWs would induce
an elastic distortion, i.e., are higher in energy and cover a
larger volume. Furthermore, the difference of free energies
between paraelectric and tetragonal phases is smaller than
between paraelectric and orthorhombic phases and thus also
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FIG. 8. Rhombohedral phase with initial R109 walls at 50 K
after a field of 300 kV/cm has been applied along [111]. Time
evolution of the dipole distribution on slice x9 (a)–(c) in p[010] − p[001]

space and (d)–(f) in real space. Colors encode (a)–(c) the number of
dipoles per (2.06 μC/cm2)2 area or (d)–(f) the sign of the [010] and
[001] components of polarization. Note that the distribution of px is
approximately constant with time.

the energy barrier for direct Ising-type switching is probably
smaller compared to the O180 wall. Indeed, and in agreement
with Refs. [11,16], we rather observe domain wall motion by
single-step local switching, nucleation, and growth of clusters;
see the Appendix. Thereby, the dipole distribution along the
perpendicular directions is broad with and without DWs or
fields.

As a second example, we pick R109 walls, which can be
understood as O180 with an additional homogeneous polar-
ization along x. Here, one may expect transient [111̄] and
[11̄1] domains after switching of one polarization compo-
nents. In the R phase, one may furthermore expect an even
larger energy barrier to switch via the paraelectric state with-
out polarization. Results for the R phase are collected in
Fig. 8. Indeed, for a field of 300 kV/cm, we observe the nucle-
ation and growth of [111̄] and [11̄1] domains on the wall with
similar trends for the distribution of dipoles as for O180 walls.
We thus can reproduce the predictions by Landau theory that
Bloch-like R109 walls are possible and that they can be inter-
preted as two coupled 71◦ DWs [28]. In agreement with the O
phase, furthermore, a fast bulklike switching can be activated
for larger fields; cf. Sec. III C. Note that for the R phase, both
the polarization and the applied field have a component along
the wall normal and the high-field switching can already be
activated for 300 kV/cm. In the shown example, the switching
is dominated by domain wall motion. However the dipole dis-
tribution in the first ps (not shown) shows signs of monoclinic
distortions with spatial correlation after the instantaneous
field application. After 4 ps, the system already relaxed back
from this nonequilibrium state, analogous to the discussion
in Ref. [39]. However, the initial nucleations of blue and
magenta clusters show a corresponding spatial preference.

C. High-field switching

In this section, we discuss bulklike switching in the field
regime III which can be activated by high fields in the or-

FIG. 9. Change of the polarization profile for high-field switch-
ing: While the O180 domain wall initially centered at x = 0 moves
through the system, a faster polarization rotation sets in at the center
of the black domain.

thorhombic phase. As shown in Fig. 9, this switching is related
to the rise of P|| in the center of the black domain, e.g., for
the given example layers with P|| = 0 and positive saturation
polarization exist well apart from the traveling initial domain
wall after about 4 ps and 4.2 ps, correspondingly. Note that ho-
mogeneous nucleation and fast switching in the center of the
domain have also been reported for the tetragonal phase [11].

Figures 10(a)–10(f) exemplify the underlying microscopic
processes in the O phase for one layer being initially in the
center of the black domain for an independent simulation run.
In contrast to the local nucleation and growth of blue and
magenta clusters relevant for wall motion, the polarization
on the whole slice breaks into two types of domains sepa-
rated by equidistant walls along [01̄1].5 In these domains, the
polarization switches approximately uniformly by continuous
polarization rotation. The system shows a spatially correlated
switching. For instance, after 4.1 ps, most of the dipoles can
still be classified as black; however, the polarization does not
point along [01̄1̄], but rather scatters around [01̄0] and [001̄]
in the domains marked by green and orange arrows, respec-
tively. Thus the layer is locally in a distorted T90 domain
structure. Already after 4.3 ps, the local polarization rotates
towards ±[01̄1] with O180 walls along [01̄1] and, finally, the
single-domain red state is reached via an intermediate T90
configuration with [010] and [001] domains.

Why does this homogeneous rotation of the polarization
not induce large electric and elastic energy penalties? First
of all, there is no depolarization field, as both the intermedi-
ate T90 and the O180 domain structures are charge neutral.
Second, the domains are elastically compatible, minimizing
the elastic energy on the plane [24]. Third, the macroscopic
strain relative to the surrounding black matrix is minimized
as polarization and strain rotation in both domains are fully
symmetric. The latter can be clearly seen in the dipole dis-
tribution in py − pz space shown in Figs. 10(g)–10(l): After

5We always find four domain walls in our simulation, which is
the minimal number of walls along 〈110〉-type directions to fulfill
periodic boundary conditions.
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FIG. 10. Time evolution of the dipole distribution on the or-
thorhombic phase in slice x38 for the bulklike switching in field
regime III after 700 kV/cm have been applied along the red di-
rection (a)–(f) real space: Excerpt of the local dipoles colored via
their classes. The magenta background marks the newly formed
two-dimensional domains. Large arrows highlight their macroscopic
polarization directions. Blue: [01̄1]; magenta: [011̄]; orange: ±[001];
and green: ±[010] (g)–(l) p[010] − −p[001] space: Colors encode
the number of dipoles per (2.06 µC/cm2)2 area and the orange ar-
rowheads highlight the continuous rotation path of the maxima of
the distributions of both domains.

4.1 ps, two distinct maxima of the distribution have formed
and rotate clockwise and counterclockwise towards the fi-
nal single-domain state. Thus, a decrease of polarization and
strain along [010] in the orange domain is fully compensated
by the corresponding increase of the green domain with equal
area. However, as T90 walls are higher in energy than O90
ones, particularly in the temperature range of the O phase,
this intermediate state can only be activated by high field
strengths.

Excitingly, the observed switching process in both domains
is quasicontinuous, and thus in contrast to the commonly
accepted picture of discrete ferroelectric switching. Although
the dipole distribution shows clear maxima at each time
step, these maxima rotate approximately continuously on the
shown orange sphere and all intermediate states are populated;
cf. the large weight of the distributions on the rotation path.
For the intermediate O180 state (4.3 ps), furthermore, some
dipoles also populate the center of the plane. However, note
that this does not correspond to direct 180◦ switching as
the initial state is no longer existing in the excited material.

During the switching process, the complex three-dimensional
nucleus gradually expands towards the DWs and, once it
reaches a moving wall, the whole switching is dominated by
the three-dimensional (3D) polarization rotation. The faster
switching can be related to continuous 3D switching in a
large volume fraction vs discrete nucleation events followed
by mainly 2D growth of nuclei for the domain wall motion in
regime (II).

IV. CONCLUSION

We have used molecular dynamics simulations to study the
underlying microscopic processes of field induced switching
of the orthorhombic phase of BaTiO3. For moderate field
strengths, we have shown that switching is dominated by
two-dimensional nucleation and growth in front of traveling
O180 domain walls. In contrast to the direct 180◦ switching on
the well-studied tetragonal walls, the O180 walls show a local
realization of multistep 90◦ switching. In their transient state,
the moving walls split into two-dimensional domains which
are separated by one-dimensional O90 walls and polarization
vortices and host Ising-type and Bloch-type regions.

We have analyzed the time evolution of this switching pro-
cess and showed that the domain wall motion is dominated by
a thermally activated nucleation of clusters with 90◦ polariza-
tion relative to the applied field. The size, width, probability of
appearance of critical clusters, and their growth rates increase
with the field strength. This results in the expected increase
of the domain wall velocity with field strength. The final
switching step follows different dynamics and is often related
to the crossing of existing clusters rather than nucleation. It
is, thus, promising to control the dynamics of the domain
walls by means of tailoring the local energy barriers for 90◦
switching, for example e.g., by defects, inhomogeneities, or
straining.

We were able to relate the multistep switching to the
low energy of the transient state on the O180 wall and the
larger probability to switch one component of the polarization.
These results can be transferred to other types of domain walls
and a similar multistep switching is possible for R109◦ walls.

For large fields, we have shown that a second ultrafast
multistep switching channel can be activated. Thereby, homo-
geneous and uniform polarization rotation via an intermediate
tetragonal 90◦ domain structure sets in at the middle of the
domain and the three-dimensional nucleus expands through
the whole system in the span of a few picoseconds. We thus
observed a quasicontinuous switching process, which may
shed light on the understanding of microscopic dipole switch-
ing and boost the development of conceptually new switching
models.

Scripts for the data analysis are openly available in our
repository [53]. The library we used to analyze and character-
ize clusters is openly available in a second git repository [58].
Original raw data can be provided by the authors upon reason-
able request.
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FIG. 11. Change of the spatial distribution of dipoles with time,
after 500 kV/cm have been applied. (a) Polarization profile P⊥, i.e.,
the polarization projection on [100], across the O180 domain wall
(black) and its time evolution after an external field of E ext = 500
kV/cm has been applied along [011] after 90 ps (red) and 50 ps (blue)
(cf. Fig. 3). Note that the sign of the projection has been removed
before averaging. Vertical lines and shaded areas highlight the center
and the width of the domain wall at the corresponding time step.
(b) Mean polarization along [010] averaged over [001] planes on x4

shown in Fig. 4. Indeed, there is no Néel-like polarization component
either locally or globally and there is a sharp 90◦ domain wall.

APPENDIX

In this Appendix, we present additional figures. Fig-
ure 11(a) shows the absence of Neél polarization rotation
across the moving orthorhombic domain walls at 0 ps (black),

FIG. 12. Time evolution of the number of vortices on layers
(slices) x with an interface area of about 360 nm2 after 500 kV/cm
have been applied.

FIG. 13. Change of the (a),(b) spatial and (c)–(e) statistical dis-
tribution of dipoles with time (a),(c) 1 ps and (b),(e) 7 ps, after a field
has been applied along [001] to the tetragonal domain structure with
[001] (red) and [001̄] (black) domains at 240 K.

50 ps (blue), and 90 ps (red) after an external field of 500
kV/cm has been applied for the same configuration shown in
Fig. 11. Vertical lines mark the corresponding position of the
domain wall centers. In Fig. 11(b), all three polarization com-
ponents P||, Pt , and P⊥ are shown across a one-dimensional
domain wall centered at about 18 f.u. Also locally on that wall,
no enhanced Neél-like polarization rotation exit.

Figure 12 compares the time evolution of the number of
vortices on different layers for the example of an external field
of 500 kV/cm. For all layers, this number is maximal if the
wall crosses them.

Figure 13 shows the time evolution of the local polar-
ization in the presence of a moving tetragonal 180◦ wall.
In Figs. 13(a) and 13(c), the domain wall has not reached
the layer 2 and the dipoles scatter in a broad range of py

values around the tetragonal state with finite Pz. In Figs. 13(b)
and 13(d), the wall reached the plane and dipoles in a
two-dimensional area have switched by 180◦. The dipole dis-
tribution now scatters around both tetragonal states with ±Pz.

FIG. 14. Single-step high-field switching of the rhombohedral
phase (50 K): Change of the dipole distribution during field induced
wall motion (a)–(c) py − pz space on slice xn = 30 after an external
field of 400 kV/cm has been applied along [111]. Colors encode the
number of dipoles per (2.06 µC/cm2)2 area. Note that the distribution
of px is approximately constant with time.
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In Fig. 14, the time evolution of the dipole distribution of
the rhombohedral phase in the high-field regime is shown.

The polarization switches quickly via the state with Py =
Pz = 0.
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