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Behavior of strain stripe networks in barium titanate nanocrystals on crossing
its ferroelectric phase transition
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Nanoscale strain networks are reported in BaTiO3 (BTO) crystals of 300 nm size using Bragg coherent
diffractive imaging. BTO nanocrystals with clear facets were chosen to identify the crystallographic directions,
allowing the strain field direction and periodicity to be studied in detail. Stripes of strain were observed, which
were both stable and preserved in tetragonal and cubic phases at elevated temperatures, above the tetragonal-
to-cubic phase transition. A finite element analysis approach was used to simulate the domain structures inside
a BTO crystal and to understand the origins of the strain stripes as piezoelectric blocks. A 180◦ domain model
gives a better qualitative match to the experimental images.
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I. INTRODUCTION

Barium titanate (BTO) is a ferroelectric material with a
large dielectric constant, which is widely used in the elec-
tronics industry [1,2]. From low to high temperature, most
ferroelectrics would go from low symmetry to high symme-
try lattices, although in some cases the highest symmetry
phase is not achieved before the melting point. BTO is one
of the longest-known ferroelectrics with an ABO3 perovskite
structure, where the Ti4+ cations sit at B sites inside an O2−
octahedral shell. It has a rhombohedral lattice (trigonal crystal
system, R3m) at the lowest temperature, orthorhombic lattice
(B2mm) at −70 ◦C, and tetragonal lattice (P4mm) at 5 ◦C,
and finally a cubic lattice (Pm3m) at 120 ◦C [3,4]. It also
shows hysteresis, with a gap in transition temperature between
heating and cooling. Such a transition delay, seen also in
glasses, is understood to imply a first-order transition, where
the system needs time and activation energy to complete the
transition. In BTO, the activation is believed to come from dis-
order associated with the different alignments of spontaneous
polarizations [5–7].

The ferroelectricity in BTO arises from the symmetry
breaking in the crystal lattice, where there is a delicate balance
between long-range Coulomb force and short-range repulsion
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[8,9]. In the tetragonal phase, the Ti4+ and Ba2+ cations are
shifted along the c axis relative to the O2− ions, which results
in a spontaneous polarization along the c axis in a single unit
cell. These polarizations in unit cells could align together to
lower the energy of the system and form domains separated
by 90◦ or 180◦ domain walls. These structures are stabilized
by a pair of competing energies, the energy cost of the domain
wall formation and the electrostatic energy gain from domain
formation [10]. Pure ferroelectric domain walls separate 180◦
domains, where the polarizations between adjacent domains
are antiparallel to each other. The ferroelastic domain walls
are also ferroelectric but involve changes of elastic strain upon
formation as seen in 90◦ domains. The ferroelastic domain
walls are structurally the same as twin boundaries, where the
two adjacent domains have mirror symmetry near the domain
wall [11].

The particle size also makes a big difference and variations
in size result in distinct properties like different tetragonality,
Curie temperature and dielectric constant [12–15]. For BTO
nanoparticles, instead of standard 90◦ or 180◦ domains, other
structures were also proposed for the tetragonal phase. For ex-
ample, a core-shell model was proposed to explain the residual
diffraction signals between (101) and (110) peaks in powder
x-ray diffraction experiments [16–18]. Local orthorhombic
and rhombohedral structures were found by x-ray and neutron
pair distribution function (PDF), although the global structure
remains tetragonal [19–22].

Bragg coherent diffraction imaging (BCDI) is a powerful
x-ray technique for investigating the structures of individual
nanocrystals in three dimensions on the 30-nm resolution
scale using the coherence provided by third and fourth gen-
eration synchrotrons. The advantage of BCDI is its high
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sensitivity to the distribution of nanoscale strains inside the
nanocrystal under investigation [23–27]. In this work, BCDI
was used to explore the internal strain distributions in BTO
nanocrystals, where unexpected strain stripes were explored
and quantified.

II. EXPERIMENTAL METHODS

Commercial BTO particles with mean size of 200 nm
were obtained from Santa Cruz Biotechnology [28]. For
BCDI measurements, these commercially obtained BTO par-
ticles were suspended in ethanol solution with 1% tetraethyl
orthosilicate before drop-casting onto silicon wafers and cal-
cining at 700 ◦C in air for 1 h. After calcination, the BTO
samples were put onto the sample stage at Advanced Pho-
ton Source (APS) 34-ID-C for an ex situ BCDI experiment.
The 9-KeV x-ray beam was made coherent by 70 × 30-
micron slits and then focused by Kirkpatrick-Baez mirrors to
690 nm(H)×450 nm(V) to illuminate a small number of the
crystals. The Medipix detector, with 55 µm pixels, was set
to the {110} Bragg angle and placed 0.5 m away from the
sample stage to satisfy the oversampling condition for far-field
imaging [29]. During the experiment, the incidence angle on
the substrate was between 3◦ and 5◦ to have an extended x-ray
footprint to help find suitable crystal peaks. Once a peak was
identified, the chosen crystal was centered in the beam using
piezodriven nanopositioners.

The in situ BCDI experiment with elevated temperature
was performed at the European Synchrotron Radiation Fa-
cility (ESRF) ID01 beamline. The sample was heated in the
ID01 furnace. It consists of a resistive heater with the heating
element being in contact with an alumina crucible, on top of
which the sample is pasted. It has two thermocouples, one
inside the bulk of the crucible and an external one which is
then attached as close as possible to the sample. The output
of the first thermocouple is fed into a PID controller (Eu-
rotherm) that regulates the power applied to the heater. The
output of the second thermocouple is logged by the beamline
computer and recorded as the sample temperature in this
work. The furnace’s PID parameters were calibrated using
this second external thermocouple. To minimize the effort of
tracking crystals upon subsequent heating, the samples were
heated directly to 100 ◦C and kept at this temperature. A small
number of selected crystals were then tracked while heating
in 5 ◦C steps to 160 ◦C, well above the tetragonal-cubic phase
transition temperature of bulk BTO. The crystals were then
cooled down with the same 5 ◦C steps. At each temperature
step during heating and cooling, the temperature would be
kept for 30 min before the BCDI measurements were carried
out. To make sure the center of the crystals was preserved,
position alignment scans were carried out before each BCDI
measurement. The incident x-ray energy was set to 10.35 KeV,
which corresponds to a wavelength of 1.1979 Å. The focus
size at the sample stage was 1.2 µm(H) × 750 nm(V). For
the commercial BTO samples at room temperature, the (110)
powder ring sits at 24.51◦ and the (101) powder ring locates at
24.39◦. When heated up, the a and c lattice constant of BTO
would become closer, and so would the angles of the (110)
and (101) powder rings. The two-dimensional (2D) Maxipix
detector was placed 0.546 m away from the sample stage with

a pixel size of 55 µm. The scanning step size (dth) of the
rocking curve scan was chosen to match the crystal size. For
a typical 300-nm BTO crystal, a scanning step size of 0.02◦
was chosen.

Once the diffraction patterns were recorded, data process-
ing were carried out to exploit the underlying information
inside the crystals. Because only the intensity of diffraction
pattern was recorded, which is the square of the amplitude.
The missing phase information could be retrieved through
iterative phasing algorithms [30,31]. In this experiment, the
diffraction patterns were reconstructed by carefully choosing
the phase retrieval algorithms and adjusting the correspond-
ing parameters of algorithms. The algorithms employed were
a combination of error reduction, difference map, relaxed
averaged alternating reflections, hybrid projection reflection,
and averaged successive reflection [31–35]. Apart from these
phase iterative algorithms, the guided algorithm approach is
also applied, in which the iterative phasing was run in five
parallel populations with five generations. The return matri-
ces and breeding mode are optimized. The reproducibility
of the results is confirmed by quantitatively comparing the
reconstruction results from random seeding. Further details
of the reconstruction refinement are included in Supplemental
Material A (SMA) [36].

III. POLAR DOMAINS IN TETRAGONAL BARIUM
TITANATE NANOCRYSTALS AT ROOM TEMPERATURE

In the BCDI experiment, every Bragg peak could be used to
reconstruct the sample shape and calculate the projected strain
onto the Q vector. However, it is necessary to measure three
noncoplanar reflections to resolve all the crystallographic
directions and hence image the full strain tensors within a
selected crystal grain. In this work, the BTO nanocrystals are
randomly distributed on the silicon wafer and the x-ray beam
can hit more than one crystal at a time. It is more efficient
to measure only one Bragg reflection of the ensemble of
crystals naturally available in a powder sample. In such cases,
without a secondary reference reflection, the crystallographic
orientations of the measured crystal are unknown. The only
known direction is that of the Q vector, which is determined
by the direction of the incident and diffracted x-ray beam
in experiment and denotes the corresponding crystallographic
Bragg reflection.

The measured diffraction pattern was reconstructed to the
real space crystal through the phase retrieval algorithms as
elaborated in the SMA. After the error matrices were mini-
mized, the reconstructed crystal was converged and showed
good reproducibility among different seedings. The Q di-
rection is available in the final image in the real space
coordinates, which is given by

Q = k f − ki = k0[sin δ cos γ , sin γ , cos δ cos γ − 1]. (1)

The ki and k f are the wave vector of the incident and
the diffracted x-ray beam, respectively. k0 = 2π

λ
is the corre-

sponding angular wave number and λ is the wavelength of the
incident x-ray. The δ and γ are the detector horizontal and ver-
tical angles. Given that the only direction known in the final
image is the Q vector, to retrieve the correct crystallographic
axes, at least two noncollinear crystal directions are needed. In
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FIG. 1. Different views of the BCDI reconstruction of one rep-
resentative BTO crystal showing clear crystal facets. (a)–(c) Three
orthogonal views of the crystal shape in laboratory coordinates of
the experiment. (d) The facets are marked with black arrows, while
the Q vector is denoted by a grey arrow.

this work, the additional information comes from identifying
and calibrating the angles between the crystal facets of BTO
sample.

Figure 1 shows the reconstructed BTO crystal in different
views from the BCDI experiment. Figures 1(a)–1(c) show
three orthogonal views of one BTO crystal in laboratory co-
ordinates. Several flat facets are observed and labeled A, B,
C, and D in Fig. 1(d). The Q vector is also plotted, which
is known to be the crystallographic (101) or (011) direction.
Since for tetragonal structure (101) is equivalent to the (011)
direction, the Q vector is denoted as (101) for simplicity.

In the BCDI experiment, small variation of the positions
of the lattice planes would cause an optical path length dif-
ference (phase) of the coherent diffracted x-ray beam, which
then goes into the diffraction pattern [23]. By measuring this
phase variation, the displacement of the lattice plane can be
quantified, which are shown as the color in Fig. 1.

Surface free energy arguments favor the facetting of sin-
gle crystals along “low-index” directions where the surface
atoms are more close-packed [40]. From low temperature
to high temperature, BTO has rhombohedral, orthorhombic,
tetragonal, and cubic structure, respectively. The two lowest
temperature structures should not be present in our experi-
ments, but are believed to exist in the local structure [12–15]
and in certain nanoparticle models [16–18]. All these crys-
tal structures tend to have pseudocubic {100}, {110}, and
{111} facets. To index the facets, their direction cosines were
measured in Paraview and used to calculate all the interfacet
angles in Table I [41]. The reference angles between pseu-
docubic {100}, {110}, and {111} are also presented.

Both facets A and B lie at the {111}/{110} reference
angle from the Q vector, so must be {111}. Facet C has the
{111}/{100} characteristic angle with both A and B so must
be {100}. For crystallographic consistency, we label Facet A
as (111), then facet B, C, D as (−11–1), (010) and (10–1),
respectively. This procedure allows all the crystallographic
directions to be established.

To explore the inner information inside the crystal, slices
were taken along crystallographic planes. Fig. 2 shows 5
slices across the crystal, perpendicular to the crystallographic
(100) direction. Slice 3 is the central slice through the crys-
tal geometric center, while the other slices are separated by
50 nm. The initial phase images from the reconstruction were
converted to the strain field by taking derivatives of the phase
along each of the three crystallographic axes with normaliza-
tion. Because the strain field derived from the phase image
represents a projection onto the Q vector, they correspond to

TABLE I. Interfacet angles between facets and the Q vector of crystal in Fig. 1.
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FIG. 2. Five (100) slices (from Slice 1 to Slice 5) with a 50 nm gap were cut through the crystal to show the strain gradient inside.

the following linear combinations of strain tensors:

∂u101

∂a1
= ∂ (u100 cos 45◦ + u001 cos 45◦)

∂a1
=

√
2

2
(ε11 + ε31),

(2)

∂u101

∂a2
= ∂ (u100 cos 45◦ + u001 cos 45◦)

∂a2
=

√
2

2
(ε12 + ε32),

(3)

∂u101

∂a3
= ∂ (u100 cos 45◦ + u001 cos 45◦)

∂a3
=

√
2

2
(ε13 + ε33).

(4)

Here, the u101 and u100 are the displacement field along
(101) and (100) direction, while the εi j (i, j = 1, 2, 3) denotes
the strain tensors. Each derivative of the displacement over the
crystallographic (100) and (001) directions contains the sum
of a normal strain tensor and a shear strain tensor, while the
derivative over the (010) direction only contains the sum of
two shear strain tensors.

Figure 2 shows the derivatives of the projected displace-
ment fields along all three crystallographic directions in Slices
1 to 5, which are the strain components listed in Eqs. (2)
to (4). From the slice images, there are stripes roughly 45◦
in the derivatives along the crystallographic (100) and (001)
directions, but 90◦ in the derivatives along the (010) direction.
These “strain stripes” appear in all the Slices from 1 to 5,
which indicates the presence of strain stripes all over most
of the central 300 nm of the crystal volume.

Following the same procedure, slices 6 to 10 were prepared
perpendicular to (010) direction, and slices 11 to 15 perpen-
dicular to (001) direction. The strain tensor components in
these slices are shown in Supplemental Material B.

We then used autocorrelation functions (ACFs) as a math-
ematical tool to quantify the periodicity and direction of the
strain stripes. The correlation coefficients are the measure-
ments of the dependence of the two variables. The widely used
Pearson correlation coefficient r, between two data sets x and
y, applied to the sample of n measurements, has the definition

r =
∑n

i=1 (xi − x̄)(yi − ȳ)√∑n
i=1 (xi − x̄)2 ∑n

i=1 (yi − ȳ)2
. (5)

The xi and yi are the ith measurements, while the x̄ and
ȳ are the sample means. The Pearson correlation coefficient
has a value range from −1 to 1. The value 1 means the two
variables are perfect correlated positively, and the −1 means a
perfect negative correlation. The value 0 means no correlation
between the two.

Different correlations could be defined from the Pearson
correlation.

If the two input variables xi and yi in Eq. (5) are the same
variable with different delay or shifting, then the ACF is set up
using the same formula as the Pearson correlation coefficient
[42,43]. Here we use the normalized 1D ACF rACF to describe
the strain stripes as a function of shift distance, d, as

rACF−1D(d ) =
∑D

i=1(S0 − S̄)(Si+d − Si+d )√∑D
i=1 (Si − S̄)2 ∑D

i=1 (Si+d − Si+d )
2
, (6)

where S0 and Sd are the strain gradient at zero position and the
shifted position, respectively, and S̄ is the mean value of the
strain gradient.
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Similarly, the 2D autocorrelation function can also be defined for an image or a 2D array. For the array size of m × n, the 2D
ACF could be defined as

rACF−2D(dx, dy) =
∑m

i=1

∑n
i=1(S(i, j) − S̄)(S(i + dx, j + dy) − S̄)√∑m

i=1 (S(i, j) − S̄)2 ∑n
i=1 (S(i + dx, j + dy) − S̄)2

, (7)

where dx and dy are the movement in x and y direction,
respectively. S(i, j) is the strain gradient at point (i, j) and
S̄ is the mean value.

Selected regions from the slices in Fig. 2 were used to
calculate the 2D ACF using Eq. (7). Figure 3 shows the
100 nm × 100 nm areas that cropped from a typical area in
Slice 3 in Fig. 2. Figure 3(a) shows the enlarged view of
strain gradient in (100) direction. Correspondingly, Fig. 3(b)
shows the 2D ACF result of this strain gradient distribution
along the (100) direction, which is pointing out of the plane.
There are also weak correlations along the (011) direction,
which is obvious when observing the slice view in Fig. 3(a).
The strong correlation happens along the (010) and (001)
directions, which is less obvious in the slice view. The periods
of the underlying correlations along (010) and (001) are about
50 nm. The period along the (011) direction is about 70 nm.
The strain gradient along (010) is shown in Fig. 3(c) and

FIG. 3. The 2D ACF is applied to the selected region of the slices
shown in Fig. 2. (a), (c), (e) The strain gradients of the selected
regions along the (100), (010), and (001) directions, respectively.
(b), (d), (f) The 2D ACF of the corresponding gradients. The unit
is in nanometer.

along the (001) direction is shown in Fig. 3(e). The 2D ACF
for these two gradients does not show dependence in both
directions, as shown in Figs. 3(d) and 3(f). Rather the gra-
dient along (010) shows a 50-nm correlation and the gradient
along (001) shows a 65-nm correlation. Note that the spatial
resolution of the reconstruction are 18, 22, and 30 nm in X, Y,
and Z direction, respectively.

The 2D ACF for Slices 8 and 12 are shown in the
Supplemental Material C. The directions and periods of the
strain gradients above are compiled together and shown in
Table II. The majority of the strain stripes are found along
the three {100} directions and always have periods of ∼
50 nm. We interpret these strain stripes as polar domains
or polar nanoregions (PNRs). The idea of PNRs is well-
documented in relaxor ferroelectrics, where different models
using PNRs have successfully explained the characteristic
frequency-dependent properties of the relaxors [44–47]. The
definitions of PNRs are diverse for different systems and
treated on a case-to-case basis. For example, PNRs are defined
in paraelectric SrTiO3 thin films to be the small regions with
local polarization which are observed by high angle annular
dark field scanning transmission electron microscopy [48]. We
propose that PNRs in this work are the small regions with
∼50 nanometers in size and have {100} local polarizations,
which is the direction of inner boundaries most often seen in
the experiment.

In previous work, BTO samples with tetragonal and cu-
bic global structures were found to have rhombohedral local
structures [10–13]. To identify the global and local struc-
tures of the commercial BTO samples used in this work,
total scattering experiments were done at NSLS II 28-ID-
1 beamline. The scattering data from the commercial BTO
samples were fitted by four possible BTO crystal structures:
cubic (Pm3̄m), tetragonal (P4mm), orthorhombic (Amm2),
and rhombohedral (R3m). These structural models allow for
5, 14, 20, and 13 structural parameters, respectively. The
fittings of the four models in short range, from 0 to 11 Å,
are shown in Fig. 4(a). The best fitting results are given by
tetragonal P4mm model and orthorhombic Amm2 models,
both giving a fit residual error, RW of 9.7%. The P4mm
model is more symmetric than Amm2 model, so the Amm2
model has more degrees of freedom (6 more variables in the
fit as compared to tetragonal model). The same error value
indicates that additional variables of Amm2 model do not
improve the fit quality observably, implying that the tetrag-
onal model with smaller number of parameters is sufficient to
explain the data. The other two models give relatively large
error, with the cubic Pm3̄m RW = 14% and rhombohedral
RW = 16%. Small fit discrepancies observed in the r range
containing nearest-neighbor correlations including relatively
weakly scattering oxygen are prone to termination effects.
Achieving more accurate discrimination between the two best
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TABLE II. The directions and periods of strain stripes shown in Figs. 2, S1, and S2. The Columns represent the periods of the strain stripes,
while the rows represent their directions.

∼30 nm ∼50 nm 65 ∼ 70 nm 90 ∼ 120 nm

(100) ( ∂uQ

∂a3
)
a1a3

( ∂uQ

∂a1
)
a1a2

(010) ( ∂uQ

∂a1
)
a2a3

; ( ∂uQ

∂a2
)
a2a3

; ( ∂uQ

∂a2
)
a1a2

(001) ( ∂uQ

∂a1
)
a2a3

; ( ∂uQ

∂a3
)
a1a3

( ∂uQ

∂a3
)
a2a3

(110) ( ∂uQ

∂a3
)
a1a2

(101) ( ∂uQ

∂a1
)
a1a3

(10–1) ( ∂uQ

∂a2
)
a1a3

FIG. 4. The x-ray PDF of the same powder sample of BTO used
throughout this work. The data were collected at NSLS II 28-ID-1
beamline. (a) The short-range fitting of the PDF was done using four
crystal structures: cubic (Pm3̄m), tetragonal (P4mm), orthorhombic
(Amm2) and rhombohedral (R3m). (b) Long-range fitting of the scat-
tering data using two crystal structures: cubic (Pm3̄m) and tetragonal
(P4mm).

models hence requires utilization of probes with more fa-
vorable contrast such as resonant or neutron total scattering.
Figure 4(b) shows the fitting of the experimental scattering
data to P4mm and Pm3̄m model over a longer range, from 0
to 80 Å. The tetragonal P4mm model gives RW = 9%, while
the cubic Pm3̄m gives RW = 19%. Both the short-range and
long-range fitting show that the local structure of commercial
BTO samples is lower symmetry than cubic.

IV. STRAIN STRIPES NETWORK BEHAVIOR IN BARIUM
TITANATE NANOCRYSTALS WHEN CROSSING

THE PHASE TRANSITION

To further explore the nature of the strain stripes in Fig. 2,
in situ BCDI experiments were performed on the selected
BTO crystals as a function of temperatures at the ID01 beam-
line of ESRF.

Two crystals have been studied in detail. The center po-
sition of the diffraction peak of the one presented here was
found to cross over between the (101) and (110) powder
rings. The crystal was measured starting at 100 ◦C, then the
system was heated to 160 ◦C, after which it was cooled down
to 100 ◦C again so as to cross the cubic-tetragonal phase
transition. Figure 5 shows the d spacing vs temperature plot,
which was calculated directly from the peak position on the
detector (details provided in Supplemental Material D). The d
spacing of the diffracted crystal plane was found to decrease a
bit during heating from 100 ◦C to 110 ◦C. This was followed
by a jump in d spacing from 110 ◦C to 115 ◦C, which is not
well understood. After 120 ◦C, the d spacing was found to
go down approximately linearly until 150 ◦C, after which the
d spacing went up again at a slower rate. We consider the
turning point at 150 ◦C to be a signature of the phase transition
temperature, so the negative slope before 150 ◦C is caused
by a decrease of tetragonality, while the positive slope after
150 ◦C is the thermal expansion of the cubic lattice. When
cooling down from 160 ◦C to 100 ◦C, the d spacing was seen
to reduce approximately linearly with temperature.

Detailed reconstructions were carried out at each tem-
perature following the procedures described above. After
reorienting the reconstructed crystal in the calculated crys-
tallographic coordinates, the derivatives of the displacement
over the crystallographic axis were taken to get the usual
strain tensor components. As before, the three orthogonal
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FIG. 5. The d-spacing variations of a BTO crystal during heating
and cooling at the ID01 beamline of ESRF.

crystallographic directions are labeled as a1, a2, and a3, being
the principal (100), (010), and (001) axes, without knowing
which is the c axis.

Figure 6 presents the reconstructed slices (at the same po-
sition) showing strain gradients over (010) direction through
all the measured temperature points. As can be directly seen,
the strain stripes were found to be preserved even as the crys-
tal temperature reached 160 ◦C. Since the temperature range
spanned the phase transition, strain stripes were found to exist
inside the crystal no matter whether its phase was tetragonal
or cubic. When the crystal was cooled down to 105 ◦C on the
reverse cycle, the strain stripes were still preserved through
the phase transition.

Even though the stripes are present at all temperatures
their spacing and direction is seen to evolve significantly. To
examine the periodicity of the strain stripes qualitatively, the
2D ACFs were evaluated and are shown in Fig. 7 for the
strain gradient over (010) direction. In Fig. 7, the period is
big and not well defined initially at 100 ◦C, but gradually
becomes clearer upon heating. At 130 ◦C, the period is well
established, with a strong correlation along the diagonal di-
rection, 45◦ with respect to the (010) and (001) axes. The
period is roughly 25 nm. Upon further heating, the period
keeps decreasing, coming to roughly 15 nm by 150 ◦C. Upon
further increase of the temperature, the period is constant, but
the strong directional correlation along 45◦ has faded. The
crystal gradually forms correlations along both 45◦ and −45◦
relative to the (010) axis. Upon cooling down, the correlation
along 45◦ gradually is seen to fade away, while the correlation
along −45◦ became clearer. After cooling to 140 ◦C, the size
of the period has increased to 25 nm and the correlation is
strongly distributed along −45◦. Further decreasing the tem-
perature, the period increases again in size and becomes less
well-defined.

The reconstructed slices containing strain gradients over
the (001) direction in Supplemental Material E and their 2D
ACF in Supplemental Material F show a similar trend. The
90◦ switching of the period in both views occurs at roughly
the same temperature as the crystal switching from (101) to

FIG. 6. Central section views of the (100) slices of the strain
tensor combinations uQ/a2 and at every temperature. The crystal went
through heating from 100 ◦C to 160 ◦C and was then cooled down to
100 ◦C in 5 ◦C steps.

(110) powder ring, which corresponds to a 90◦ switching of
the predominant c axis direction in the host crystal lattice.
The nice match of the two indicates that the strain stripes are
connected to the tetragonal structure. This suggests that the
domain walls visualized by the strain stripe could be ferroelec-
tric 90◦ domain walls. However, ferroelectric domain walls
should not exist in a cubic lattice. While the strain stripes are
still observable at 160 ◦C when the crystal has entered cubic
phase. If the strain stripes are linked with ferroelectric domain
walls, then it supports the idea of a tetragonal local structure in
a global cubic crystal phase [19–22]. This question is beyond
the scope of this paper and couldn’t be answered based on
current diffraction data. Future experiments are needed to
solve this ambiguity.
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FIG. 7. The 2D ACFs of the strain tensor component uQ/a2 at
every measured temperature.

It should be noted that Fourier termination ripples could
also result in stripes in the final reconstructed image. These
artificial stripes always exist and come from two sources:
cropping of the data, which would lead to fringes parallel to
the crystal facets; or aliasing of the fast Fourier transform by
not having enough zero padding, which gives fringes parallel
to the detector edges [49]. To mitigate these possible artifacts,
different reconstructions have been performed on the same
data with different cropping and zero padding. Cropping led
to a small subtle variation of stripes in the final images, far
too small to explain the data. Reconstruction of the same data
with different zero padding showed negligible differences.
Therefore, we conclude the stripe images in this work are
physically real and not coming from data cropping or aliasing.

V. FINITE ELEMENT ANALYSIS SIMULATION

The finite element analysis (FEA) method was used to
simulate the strain stripes observed in the 300 nm BTO
nanocrystals to understand their origin. FEA is a numerical
method to solve general physical and engineering problems
defined by coupled differential equations in 3D space. This
involves subdividing the entity into small units and solving the

FIG. 8. Results of finite element analysis. (a), (b) The 180◦ do-
main definitions. (c) The boundary conditions. (d)–(f) The simulated
displacement field in units of meters.

partial differential equations of the mechanical deformation
of these smaller units under defined external conditions and
boundary conditions. In our simulation using the COMSOL
package, different geometries, domain combinations, and con-
figurations were built and solved by FEA to generate and
visualize the strain pattern. The goal was to compare the
simulated strain patterns with the experimental results in order
to verify which model works in an attempt to understand
the origin of the observed strains. Several different domain
models were tried; only the one closest to the experimental
result is presented here, with some other examples presented
in the Supplemental Material.

180◦ domains are widely found in tetragonal BTO crys-
tals. The only structure difference between the two adjacent
domains is that the Ti4+ displacement directions are oppo-
site, and so are the polarizations. In this work, different
piezoelectric coefficients were used to define primary blocks
representing different polarizations. The details are shown in
Supplemental Material H.

The 180◦ domain definitions are shown in Figs. 8(a) and
8(b), while the boundary conditions are shown in Fig. 8(c).
The simulations were then performed, and the simulated dis-
placements were calculated. Figures 8(d) to 8(f) shows three
orthogonal displacement field in one XY slice. The displace-
ment field in u100, accumulated along the vertical direction has
stipes of magnitude 10−12 m, which are not seen in other two
displacement fields.
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FIG. 9. The simulated strain field are compared with experimental images. In (a)–(i), the left cubes show the simulated strain distribution,
while the right crystal slices show the reconstructed strain.

The relevant combination of the strain tensors given in
Eqs. (2)–(4) were added together to simulate the accessible
BCDI strain fields. Figure 9 shows a side-by-side view of
the simulated results and the crystal in Fig. 1. Of all the
nine views to show the simulated strain distributions, two
views show vertical strain stripes, and another two views
show horizontal strain stripes. There are another two views
showing strain stripes along the diagonal, 45◦ inclined to the
X and Z direction. The remaining three views have weak
strain distributions. A convergence study was also performed
to confirm the appropriate precision of the meshing grids,
which is presented in the Supplemental Material G.

Other domain models were also simulated and tested, some
of which are listed in Supplemental Material I. The best fitting
180◦ domain wall model, shown in Figs. 8 and 9, has hori-
zontal, vertical, and diagonal strain stripe distributions, all of
which are seen in the strain images of the crystal studied in
Fig. 2. It should be noted that even the best fitting model only
partially matches the experimental results. Most views have
their horizontal, vertical, and diagonal strain stripe directions
matched, but others do not.

VI. CONCLUSION

In this work, a 3D network of strain stripes with 30∼50 nm
spacing has been revealed inside BTO nanocrystals by BCDI.
As far as we know, these have not been reported before and
may be unique to nanometer-sized materials. Since relatively
few experimental techniques have the sensitivity and reso-
lution in 3D to identify these features, which are attributed
to ferroelectric domains, they may be a general property of
crystalline BTO. The crystal facets were used to establish
the crystallographic axis directions. The strain components
were then calculated along those directions. For the crystal
measured at APS 34-ID-C at room temperature, the directions
of the strain stripes were mostly along {100} or {110}. The

2D ACF was evaluated in selected regions to quantitatively
measure the stripe periods, which ranged from 30 to 50 nm.

An annealing BCDI experiment was then performed at
ESRF ID01, where a different crystal was heated up to the
cubic phase and cooled down to the tetragonal phase again.
During the process, the diffraction pattern was found to move
from the (101) powder ring to the (110) powder ring, indi-
cating a reorientation of the c axis after crossing the phase
transition. The slice views through the BCDI reconstructions
show that the strain stripes inside the crystal also change
their direction through the heating and cooling. This match
of c axis reorientation and strain stripe direction switching
suggests that the strain stripes come from the ferroelectric
domain walls. However, there was some residue of the stripe
pattern with a different spacing and orientation in the cubic
phase as well.

To understand the ferroelectric strain stripes, different
models have been built to simulate them. While both 90◦ and
180◦ domains configurations give stripes due to strain, the
180◦ domains model seems to work better. It has six views
out of nine views showing {001} or {110} directional stripes.
Our discovery of strain stripes in nanocrystalline BTO may
have significant implications for the understanding of relaxor
ferroelectric materials, which are predicted to contain nano
polar regions.
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