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Selenium and the role of defects for photovoltaic applications
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We present first-principles calculations of the electronic properties of trigonal selenium with emphasis on
photovoltaic applications. The band gap and optical absorption spectrum of pristine selenium is calculated from
many-body perturbation theory yielding excellent agreement with experiments. We then investigate the role of
intrinsic as well as extrinsic defects and estimate the equilibrium concentrations resulting from realistic synthesis
conditions. The intrinsic defects are dominated by vacancies and we show that these do not result in significant
nonradiative recombination. The charge balance remains dominated by vacancies when extrinsic defects are
included, but these may give rise to sizable nonradiative recombination rates, which could severely limit the
performance of selenium based solar cells. Our results thus imply that the pollution by external elements is a
decisive factor for the photovoltaic efficiency, which will be of crucial importance when considering synthesis
conditions for any type of device engineering.
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I. INTRODUCTION

In 1873, selenium was discovered to exhibit photoconduc-
tivity [1], which led to the creation of the first photovoltaic
(PV) solar cells with an efficiency of less than 1% [2] and
by 1985 the record conversion efficiency of selenium had
increased to 5% [3]. However, having a band gap of 1.85 eV
[4–6], selenium is far from being an optimal material for direct
conversion of solar energy [7], and silicon has by now become
the dominant semiconductor material in the solar cell indus-
try. Nevertheless, selenium has recently regained attention for
usage in tandem solar cells where the efficiency may exceed
the Shockley-Queisser limit for single juction solar cells [8].
Such devices require a small gap (∼1.0 eV) material and
a large gap (∼1.8 − 1.9 eV) material. Since silicon already
dominates the solar industry and has a 1.12 eV band gap, it is
the best contender for the small gap material [9], but the quest
to find an optimal large gap material is still open. In addition
to having a nearly optimal band gap for tandem cells [4–6],
selenium offers a number of advantages in this regard. It is
easily integrable with silicon devices, has a low production
temperature and it maintains stability under humidity and in
the presence of oxygen.

There has recently been taken a number of important
steps towards integrating selenium in photovoltaic devices.
In Ref. [5] a record efficiency of 6.5% was obtained by
completely redesigning the single junction selenium device
architecture. Subsequently, it has been shown that bifacial
(required for tandem cells) selenium single-junction devices
could be constructed with a power conversion efficiency of
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5.2% [10]. There is, however, a number of issues that need to
be solved before selenium can become a successful partner
in tandem solar cells. Most importantly, the efficiency is a
factor of four lower than the theoretical limit for a 1.85 eV
band gap material, implying significant losses. The origin of
reduced efficiency was scrutinized in Ref. [11] where it was
concluded that nonradiative recombination is likely to play a
crucial role and the optimization of the bulk photoconductive
properties thus seems much more pertinent than optimizing
device architectures.

In the present work we have applied first principles cal-
culations to quantify the rate of nonradiative recombination
from intrinsic defects. We find that the intrinsic defects are
completely dominated by vacancies and while these govern
the charge balance and carrier densities they do not give rise
to nonradiative decay. This implies that the loss may originate
from recombination at extrinsic defects and spurs hope that
photoconversion efficiencies may be significantly increased
by employing selenium growth conditions where the detri-
mental elements are absent.

The paper is organized as follows. In Sec. II we provide
the computational details applied in the present work and
in Sec. III we present our results. We start by a thorough
investigation of the electronic properties of pristine selenium
and then characterize the properties of defects with respect to
formation energies and induced carrier concentrations, which
allow us to calculate the efficiency of energy conversion. In
Sec. IV we provide a conclusion and outlook.

II. COMPUTATIONAL DETAILS

All calculations were carried out with the electronic
structure package GPAW [12], which employs the projector
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augmented wave formalism [13,14] and a plane wave basis
set. In addition, we used the atomic simulation environment
(ASE) [15] and the atomic simulation recipes (ASR) [16],
which is a set of python modules that facilitate the workflows
for defect calculations. Most of our calculations are based on
density functional theory and for these we applied a plane
wave cutoff of 800 eV and a Fermi-Dirac smearing of 0.05 eV.
The experimental lattice parameters were used for all calcula-
tions and the Kohn-Sham band gaps of the pristine system was
obtained using a 60 × 60 × 60 �-centered k-point grid us-
ing the Perdew-Burke-Enzerhof (PBE) [17], SCAN [18], and
mBEEF [19] functionals. Spin-orbit coupling was included
non-self-consistently [20] in the band gap and band structure
calculations. The inverse of the effective mass tensors for
holes and electrons were computed by fitting second order
polynomials to the valence band maximum and conduction
band minimum.

In order to obtain a more accurate estimate for the band gap
we also applied non-self-consistent HSE06 [21] and G0W0

[22] calculations using k-point grids of 13 × 13 × 11 and
12 × 12 × 10 respectively. For the G0W0 calculations we
used full frequency integration, a plane wave cutoff of 200 eV
and 568 bands for the screened interaction. The difference to
the PBE Kohn-Sham eigenvalues were then interpolated on
the 60 × 60 × 60 grid and used to estimate the HSE06 and
G0W0 band gaps. With both methods we find that the resulting
band structures are rather accurately represented by applying
a rigid shift between the conduction bands and valence bands.

The optical absorption spectrum was computed by solving
the Bethe-Salpeter equation (BSE) as well as from the random
phase approximation (RPA) [23]. In both approaches, the PBE
eigenstates and eigenvalues were used and the conduction
bands were rigidly shifted to match the calculated G0W0 gap.
The resulting spectrum was then rescaled to conserve the
optical sum rule. The BSE calculations were carried out in
the Tamm-Dancoff approximation with six valence bands, six
conduction bands, and a 18 × 18 × 14 k-point grid. We in-
cluded 54 bands in the calculation of the screened interactions
and a plane wave cutoff of 50 eV.

We have calculated formation energies of Se vacancies
(VSe), interstitial defects (iSe) and the substitutional defects C,
Si, Ge, Sn, N, P, As, Sb, O, S, Te, F, Cl, Br, and I. The defect
calculations were carried out with 3 × 3 × 3 (81 atoms) super
cells, each having one defect and the structures were relaxed
(with fixed lattice constants) until all forces on atoms were
below 10 meV/Å. We used a k-point grid of 4 × 4 × 4 and
for each type of defect, we considered charge states of q = 1,
0, −1, and −2 in units of |e|. The HSE06 functional yields the
best agreement with the experimental band gap, but in order to
perform a large number of calculations with different extrinsic
defects in several charge states we have chosen to apply the
mBEEF functional for the defect calculations in this work. A
comparison between formation energies and density of states
obtained with PBE, SCAN, and mBEEF is presented in the
Supplemental Material (SM) [24] (see also Refs. [25–27] and
references therein) where we also show the formation energies
and carrier recombination rates obtained with HSE06 for the
selenium vacancy. Finally, due to the long-range nature of
Coulomb interactions the charged defect calculations need to
be corrected for interactions between periodic images, and we

FIG. 1. Crystal structure of trigonal selenium viewed along (left)
and transverse (right) to the selenium chains.

have applied the correction scheme of Ref. [28], where the
convergence with respect to super cell size is accelerated by
correcting with a model charge distribution. The correction
depends on the dielectric constant, which was calculated in
the RPA. The formation energy of a defect Xq is then written
as

E f [Xq] = Etot[X
q] − Ebulk

tot −
∑

i

niμi + qEF + �corr, (1)

where Etot[Xq] denotes the total energy of the relaxed struc-
ture with the defect Xq and Ebulk

tot is the total energy of
pristine selenium. The reference chemical potential of the
atom species i is denoted by μi, and ni is the number of
such atoms added (ni > 0) or removed (ni < 0) to form the
defect. EF is the chemical potential of the electrons which we
reference to the top of the valence band in pristine selenium.
�corr is the correction for the spurious interactions between
localized charge states in periodic repetitions of the super cell
as well as the interaction with a compensating homogeneous
background charge. The charge transition level between q
and q ± 1 is determined as the value of EF where E f [Xq] =
E f [Xq±1].

III. RESULTS

A. Pristine selenium

The trigonal phase of bulk selenium exhibits chiral chains
of Se atoms that are bound by dispersive interactions and
arranged in a hexagonal lattice. The chains are characterized
by a threefold screw axis and the primitive unit cell thus
contains three Se atoms as shown in Fig. 1. In addition,
the structure has a twofold axis of rotation orthogonal to
the chains and the space group is thus P3112 (number 152).
There are several reports in the literature of additional sele-
nium phases (α-selenium [29], β-selenium [30], monoclinic
γ -selenium [31] and other phases created by applying high
pressure [32]), but the trigonal form is the only phase that
is thermodynamically stable at room temperature. The lattice
parameters of the hexagonal unit cell are a = 4.366 Å and c =
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FIG. 2. Left: PBE band structure of Se with (colored) and without (grey) spin-orbit coupling. The colors show the expectation values of Sz

for the Kohn-Sham orbitals. Right: Brillouin zone of trigonal Se showing the path applied in the band structure as well as the positions of the
conduction band minima (CBM) and valence band maxima (VBM).

4.954 Å [33]. Due to the lack of inversion symmetry, trigonal
selenium exhibits Weyl nodes, Rashba-type band splittings
with nontrivial spin textures and has been shown to transit to
a Weyl semimetal under strain [34]. The optical band gap is
1.95 eV [35,36] and photoluminescence measurements have
shown that there is an indirect gap situated at 1.80–1.85 eV
[37,38].

In Fig. 2 we show the PBE band structure of pristine sele-
nium with and without spin-orbit coupling. Due to the lack of
inversion symmetry the spin degeneracy is lifted by spin-orbit
coupling everywhere in the Brillouin zone except for the high
symmetry points and certain high symmetry lines. The spin
splitting is largest in the vicinity of the H point where the
highest valence band is split by 0.23 eV. The �-A and K-H
lines are invariant under the threefold screw rotation (along
the z direction) and the spin projection along these lines are
thus pinned along z. In addition, the �-K, M-K, A-H and H-L
lines are invariant under various twofold rotations (rotation
axes perpendicular to z) and thus have vanishing spin projec-
tions along z. The spin structure and Rashba-type splittings of
trigonal selenium was analyzed in detail in Ref. [34] and will
not be discussed in more detail here.

The conduction band minimum (CBM) is located at H
and exhibits a small Rashba-type splitting when spin-orbit
coupling is included. The valence band maximum (VBM) is
located exactly at L when spin-orbit coupling is neglected,
but shifts away from the high symmetry lines when spin-orbit
coupling is included. This was also observed by Hirayama
et al. [34]. Due to the combination of twofold rotational
symmetry and time reversal symmetry, the VBMs constitute
pairs that are symmetric under reflection in the �AM plane
as shown in Fig. 2(b) and there are six such pairs due to a
combination of the twofold and threefold axes. In addition
to the global maximum in the vicinity of L there is a local
maximum on the HK line, which is merely 25 meV lower
than the VBM (0.2 eV lower without spin-orbit coupling).
The indirect gap is 0.98 eV whereas the direct gap is 1.06 eV

and is located at the H point. Both the direct and indirect
gaps play a crucial role for the performance of PV materials
and it is thus of vital importance to be able to provide an
accurate prediction for the band gaps. In Table I we com-
pare the predictions of PBE, HSE06, SCAN, mBEEF and
G0W0. From optical absorption experiments the optical gap
is roughly 1.95 eV [11,36]. This should be compared to the
direct gaps of Table I and we see that HSE06 yields a value
just below the experimental gap, whereas G0W0 is in excellent
agreement with the measured gap. The Kohn-Sham gap from
PBE is severely underestimated whereas SCAN and mBEEF
yields values closer to the HSE06 result. The indirect gap has
been measured to be 1.80 eV [37] and 1.85 eV [38], which
is in good agreement with our HSE06 and G0W0 results. The
present G0W0 gap is also in good agreement with a previous
calculation, which gave 1.74 eV [34].

We note that all calculations here were carried out using
the experimental crystal structure. We have tested the effect
of optimizing lattice constants and atomic positions with PBE
and find the lattice parameters a = 4.511 Å and c=5.048 Å
implying a change of 0.15 Å and 0.094 Å with respect to
experimental lattice constants. The gaps obtained from each
of the methods using the PBE optimized structures are found
to vary by less than 20 meV compared to the values stated in
Table I. This is in agreement with Ref. [39] where it was found

TABLE I. The direct and indirect band gaps obtained from dif-
ferent functionals and G0W0. All gaps include spin-orbit coupling.

Band gap Direct gap

PBE 0.99 1.09
HSE06@PBE 1.72 1.82
G0W0@PBE 1.78 1.94
SCAN 1.25 1.37
mBEEF 1.43 1.55
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that PBE yields reasonable lattice constants whereas van der
Waals D3 corrections to PBE worsens the results. Similarly,
SCAN was found to produce good lattice constants, which
becomes worse with the inclusion of D3 corrections, and
HSE06 was shown to significantly overestimate the in-plane
lattice constant.

The carrier mobilities quantify how effectively excited
electrons and holes are transported across PV junctions under
illumination. A low mobility may thus be detrimental for PV
applications even if a material exhibits near perfect optical
absorption. In general, the mobility will depend on a given
sample and is strongly influenced by the amount and type of
impurities. Direct calculation of mobilities including scatter-
ing from phonons, impurities, and other sources is beyond
the scope of the present work. However, if one assumes an
effective relaxation time τ one may calculate the conductivity
tensor in the Drude model as

σi j = ne2τ m̃−1
i j , (2)

where e is the electron charge, n is the carrier density and m̃i j

is the effective transport mass tensor. Due to the symmetries
of selenium the conductivity tensor must be diagonal and
isotropic in the plane perpendicular to the Se chains. For a
particular VBM or CBM the inverse mass tensor is simply the
curvature tensor evaluated at the extremal k point, but unless
the band edge is located at a high symmetry point this mass
tensor will not reflect the symmetries of the crystal. Indeed,
for the case of degenerate valleys in the Brillouin zone Eq. (2)
should be replaced by a sum over valleys, each carrying a
fraction of the total carrier density n. It is then clear that the
transport mass tensor in Eq. (2) is given by

m̃−1
i j = 1

Nv

Nv∑

α=1

m−1
α,i j, (3)

where Nv is the number of degenerate valleys and m−1
α,i j is the

mass tensor of valley α. Since the mass tensors in different
valleys are related by symmetry it is sufficient to calculate the
mass tensor of a single valley. In the SM [24] we show the
quadratic fit of bands for a particular VBM and CBM along
the eigendirections of the mass tensor. From this mass tensor
we may then calculate the transport mass tensor, which ex-
hibits the same symmetries as the conductivity. For holes (h)
and electron (e) we obtain m̃h

⊥ = 0.83, m̃h
‖ = 0.27, m̃e

⊥ = 0.38
and m̃e

‖ = 0.18, where ⊥ and ‖ indicates directions perpen-
dicular and parallel to the Se chains respectively. As expected
the masses are lower along the chains due to strong dispersion
in this direction. In general, it will thus be advantageous to
orient PV devices based on single crystals of selenium such
that carriers are transported along the Se chains. For a par-
ticular defect, the relaxation time may be calculated from first
principles within the T-matrix formalism [40], but this will not
be pursued further here.

The optical absorption of bulk materials is largely governed
by the imaginary part of the dynamical dielectric constant
ε2(ω). This quantity is commonly calculated in the RPA,
which comprises a decent approximation for insulators if the
band gap is not too large. It is, however, well known that the
RPA is not able to capture excitonic effects and for bulk sili-
con the absorption at the band edge is strongly underestimated

by the RPA [41]. To elucidate the excitonic effects in selenium
we have calculated ε2(ω) from the RPA as well as the BSE,
which provides a good a account of excitonic effects [23]. The
response is evaluated at the PBE eigenvalues and eigenstates,
where we have shifted the conduction bands in order to match
the direct G0W0 gap. In Fig. 3 we show the optical absorption
for electric fields polarized parallel (along z) and perpendicu-
lar (along x) to the Se chains. Comparing the RPA and BSE
results we see that the results are qualitatively similar, but BSE
yields an absorption edge that is shifted to 50 meV below
the quasiparticle gap. In addition, for light polarized parallel
to the chains, there is a significant shift of spectral weight
to lower energies. As expected, one obtains a much stronger
absorption for fields polarized parallel to the chains due to the
high hybridization and mobility in this direction (large dipole
matrix elements). The absorption perpendicular to the chains
is roughly a factor of three smaller. The spectra for both po-
larization directions are in good agreement with experimental
results from Ref. [36]. In particular, for z-polarized light the
experimental spectrum is dominated by a broad double peak
between 3 and 4 eV, which reaches a maximum at ε2 = 22
and the experimental absorption edge has a small shoulder
at 2.2 eV, which is also found in the BSE calculations here.
For x-polarized light the experimental absorption spectrum is
composed of a distinct peak at 2.1 eV reaching a maximum
of ε2 = 5, followed by a broader peak centered at 3.9 eV
with a maximum of ε2 = 10. This main peak is in better
agreement with our RPA calculations, whereas BSE yields
a much better agreement with the absorption edge. We note
that the absorption along the chains is roughly a factor of
two smaller than the absorption coefficient in pristine silicon
where ε(ω) reaches a plateau between 35 and 45 in the vicinity
of the absorption edge [41].

B. Point defects

Point defects may or may not give rise to localized states in
the band gap, which can act as recombination centers through
nonradiative decay of electron-hole pairs [42,43] and typically
reduce the efficiency in solar energy conversion to values
below the Shockley-Queisser limit [8]. In addition, charged
defects act as scattering centers with long-range Coulomb
interaction and may be detrimental for efficient separation of
excited holes and electrons.

One can get a rough idea of the influence of a particular
defect from the position of defect levels (Kohn-Sham eigenen-
ergies) in the band gap. Deep levels (far from band edges)
are not expected to introduce significant doping whereas shal-
low levels (close to the band edges) typically have a strong
influence on carrier concentrations. In the SM [24] we show
the density of states in different charge states for the Se va-
cancy (comparing mBEEF, SCAN, and PBE) as well as the
interstitial Se defect and extrinsic defects. In the SM [24] we
also show the projected density of states, which allows one
to resolve the defect levels in contributions from the extrinsic
atomic orbitals and bulk Se states.

We have performed a systematic computational assessment
of the thermodynamic properties of defects as well as the
possibly detrimental influence on PV applications due to non-
radiative recombination. We study both intrinsic defects (a
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FIG. 3. Optical absorption spectra calculated with BSE and RPA for electric fields polarized perpendicular (left) and parallel (right) to the
selenium chains. The vertical dashed lines indicate the direct band gap. The experimental data are taken from Ref. [36].

vacancy and an interstitial) and extrinsic defects where Se
atoms are substituted with elements from group 4, 5, 6 or 7.
We start by calculating the formation energies, charge transi-
tion levels, and equilibrium carrier concentrations. Finally, we
calculate carrier capture coefficients and nonradiative recom-
bination rates for the selenium vacancy.

1. Defect formation energies

The thermodynamical properties of defects are determined
by the formation energies in the different charge states, which
may be calculated from Eq. (1). The correction for charged
defect calculations appearing in Eq. (1) relies on the subtrac-
tion of spurious electrostatic interactions between localized
charges in repeated images of the super cell, which scales
with the inverse dielectric constant. In principle, one should
use a dielectric constant that is consistent with the functional
applied for the defect formation energies, but for simplic-
ity we have used the RPA dielectric constant calculated at
PBE eigenenergies and orbitals for all calculations. We obtain
ε⊥ = 6.79 and ε⊥ = 11.88 for electric fields perpendicular
and parallel to the selenium chains, respectively. The model
used to correct for the long range interactions assumes an
isotropic system and we have thus used a spherical average,
which gives ε̃ = 8.49. At the end of the day, the accuracy of
the corrections needs to be assessed by converging the result
with respect to super cell size and in the SM [24], we validate
the accuracy of charged defect calculations in the 3 × 3 × 3
super cell for the case of a Se vacancy in the q = −2 state.

We start by considering the intrinsic defects where a sele-
nium atom is either removed (VSe) or added at an interstitial
site (iSe). In Table II we present the formation energies of
the vacancy obtained with PBE, SCAN, mBEEF and HSE06
in the different charge states (with EF = EVBM). The SCAN
and mBEEF results are rather similar in the sense that all
charge states differ in formation energy by roughly 0.1 eV.
This implies that the the two functional predict similar posi-
tions of the VBM and the two formation energy curves are
simply shifted by ∼0.1 eV. In contrast, the HSE06 results
exhibit differences with respect to the meta-generalized gra-

dient approximation (meta-GGAs) that are largely dependent
on the charge state. The q = 0 formation energy is similar
to the SCAN result whereas the q = 1 is somewhat smaller
and the q = −2 is much larger. This implies that the VBM is
predicted to be much lower (with respect to charge transition
levels) compared to the meta-GGAs. Such differences may
lead to a strong dependence on the applied functional when
considering charge balance and nonradiative recombination
rates. Below, we will focus on the mBEEF results for for-
mation energies and recombination rates. In the SM [24] we
perform a full calculation of the recombination rates induced
by Se vacancies using the HSE06 and show that it does not
change the recombination rates despite the large differences
in formation energies.

The formation energies of the intrinsic defects are shown
in Fig. 4 as a function of Fermi energy, where we only show
the charge state of lowest energy. It is clear that the vacancy
generally has a much lower energy than the interstitial and is
thus expected to dominate the distribution of intrinsic defects.
Since the positive charged states do not acquire the lowest
energy anywhere in the gap, the vacancy will in general act
as acceptor for electrons and induce p doping in the material.
As will be shown below, the vacancy also tends to govern the
charge balance and carrier densities when extrinsic defects are
included. This is in agreement with previous studies, which
confirm the intrinsic and extrinsic p-type behavior of selenium
in both amorphous [44] and crystalline [39,45] forms.

In the case of extrinsic defects, the formation energies
depend on the choice of reference state (chemical potentials)

TABLE II. Formation energies of the vacancy in different charge
states obtained with mBEEF, SCAN, and PBE.

q = −2 q = −1 q = 0 q = 1 q = 2

mBEEF 2.57 1.58 1.11 1.30
SCAN 2.65 1.64 1.25 1.46
PBE 2.05 1.33 0.95 1.20
HSE06 3.89 2.24 1.32 0.87 0.72
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FIG. 4. Formation energies of the interstitial defect (iSe) and the
vacancy (VSe) obtained with mBEEF.

of the involved elements. To start with, we will take the atomic
chemical potentials as those obtained from the standard states.
Other chemical environments are, however, possible and are
likely to be more relevant for realistic growth conditions. Such
a change in reference state will introduce a constant shift of
the formation energy curve and will be discussed below when
considering the charge balance. The formation energies of
substitutional defects from groups 4, 5, 6, and 7 are shown
in Fig. 5, where we again only include the charge state of
lowest energy at a given Fermi energy. The charge transition
levels roughly correspond to the defect levels appearing in
the gap in the density of states for the individual defects (see
SM [24] Figs. 5 and 6). The Te and O defects, for example,
only have states in the gap for the q = 2 and q = 1 states,
respectively, and only the O defect exhibits a charge transition
level (0/−1) close to the CBM. In contrast, the case of Cl has
states in the gap for q = −1, 0, 1 charge states and shows 1/0
and 0/−1 charge transition levels in the gap. The formation
energies are in qualitative (but not quantitative) agreement
with those of Ref. [39] where the SbSe and BrSe were studied
with the SCAN functional. For the case of BrSe we find the
1/0 transition at ∼0.5 eV above the VBM and the 0/−1
transition at ∼0.9 eV whereas Ref. [39] find the 1/0 transition
to lie ∼0.3 eV, but no 0/−1 transition in the gap. For the
SbSe defect we find the 0/−1 transition positioned at ∼0.5 eV
and Ref. [39] find it to be located at ∼0.1 eV above the
VBM. While the formation energy curves are in qualitative
agreement there are certainly quantitative differences. In the
SM [24] Tables I and II we summarize all formation energies
calculated with SCAN and mBEEF and the results are seen to
be rather similar. The differences between the present results
and those of Ref. [39] thus cannot originate from the choice
of functionals, but is likely related to a correction scheme for
the VBM relative to the charge transition levels applied in
Ref. [39].

With the exception of CSe and NSe none of the formation
energies exceed ∼1 eV and most of the extrinsic defects
would be expected to be present if one considers thermody-
namic equilibrium with the standard reference states. There

TABLE III. Defect formation energy shifts (in eV per defect
atom) calculated with mBEEF for Se-rich conditions.

Defect species mBEEF SCAN PBE

PSe 0.20 0.16 0.167
AsSe 0.35 0.34 0.29
SbSe 0.55 0.57 0.66
OSe 1.16 1.13 1.05
FSe 2.14 2.21 2.23
ClSe 0.32 0.29 0.45

is, of course, significant kinetic barriers for generating defects
and the concentration of extrinsic defects in a given sample
will depend crucially on the presence of elements during
synthesis. Several of the substitutional defects have negative
formation energies for acceptor levels (q < 0) when the Fermi
level approaches the CBM, but since the carrier concentration
is likely to be dominated by intrinsic defects the Fermi level
becomes pinned close to the VBM and the negative charge
states will be less populated than the neutral and positive states
for all defects.

The cases of FSe and OSe respectively have negative for-
mation energies for all charge states and are thus predicted to
destabilize the bulk phase. However, the formation energies
depend crucially on the chemical potentials chosen for the
substitutional elements and the results of Fig. 5 are specific to
the choice of standard reference states. For a proper thermody-
namic analysis one needs to take into account the possibility
of forming secondary phases, and the chemical potentials may
acquire shifts that are bounded by the formation energies (per
defect element) of secondary phases [46]. We refer to the
SM [24] for details on this and a table of secondary phase
formation energies. In Table III we state the calculated for-
mation energy shifts, which must be added to the formation
energies (calculated with respect to standard references) when
considering Se rich conditions, which are likely to provide a
more realistic description of synthesis conditions. The largest
shifts are those involving F and O, which originate from the
high stability of secondary phases. It can be seen that for
both FSe and OSe respectively the formation energies become
positive when considering the Se rich limit.

2. Charge balance and carrier concentrations

Given the formation energies of defects in various charge
states the Fermi level may be determined by the charge neu-
trality condition [47,48]

∑

X

∑

q

qC[Xq, E f , T ] = n0 − p0, (4)

where C[Xq, E f , T ] is the concentration of a given defect X
in charge state q, and n0 (p0) is the electron (hole) carrier
density. The defect concentration C[Xq, E f , T ] is determined
by the Boltzmann distribution, which depends on the forma-
tion energy as well as the temperature. Both the formation
energies and the carrier densities depend on the Fermi level
and this equation must thus be solved self-consistently. Since
the formation energies also depend on the choice of reference
for atomic chemical potentials one may solve for the self-
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FIG. 5. Formation energy diagrams of group 4, 5, 6, and 7 substitutional defects in selenium obtained with mBEEF. The Formation energies
are calculated from Eq. (1) referenced to the standard states of the elements and shown as a function of the Fermi level.

consistent Fermi level and the carrier densities for different
chemical environments. We refer to the SM [24] for details on
the charge balance equation (4).

In the case of intrinsic defects only, the solution of the
charge balance equation at T = 300 K yields EF − EVBM =
0.72 eV and we obtain carrier densities of p0 = 1.4 ×
108 cm−3 and n0 = 5.2 × 106 cm−3. While the Fermi level
is positioned very close to the middle of the gap the density
of holes is more than an order of magnitude larger than the
electron density. This is due to the much larger density of
states at the VBM compared to the CBM, which is expected
from the effective mass calculations presented above. The net
positive charge of the carriers is fully compensated by the
vacancies in the q = −1 charge state, which has roughly the
same density as the holes. Other charge states of the vacancy
as well as the interstitial defects have densities that are at least
four orders of magnitude lower.

However, the defects are likely to form during growth of
the material, which happens at much larger temperatures and

if one assumes that the defects are frozen in during synthesis,
one should solve the charge balance equation at room tem-
perature with a fixed density of defects corresponding to
thermodynamic equilibrium at the growth conditions. The
growth temperature of trigonal selenium can be taken to
be 500 K [5], which gives a density of vacancies of 2.8 ×
1013 cm−3. With this density the charge balance at T=300 K
yields a Fermi energy of 0.44 eV above the VBM and a
hole doping of p0 = 6.8 × 1012 cm−3. This number is exactly
balanced by the number of vacancies in charge state q = −1,
and the majority of the vacancies thus reside in the neutral
state. The density of electrons in the conduction band also
acquires a much lower value of n0 = 1.0 × 102 cm−3.

The inclusion of extrinsic defects does not change the
charge balance much. The vacancy still plays a dominating
role in the charge balance. We have tested the inclusion of
substitutional defects involving O, Cl, F under selenium-rich
conditions (see SM [24]). The density of Cl defects is on the
same order of magnitude as vacancies, but the hole-doping
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FIG. 6. Configuration coordinate diagrams for (a) (0/−1) and (b) (−1/−2) charge transitions of VSe. (c) Nonradiative capture coefficients
for VSe and (d) associated trap limited conversion efficiency (TLC) vs film thickness (d) plot for thin-film Se solar cell. The radiative efficiency
is also plotted for comparison, but falls identically on the line associated with the TLC.

and Fermi level does not change much. Nevertheless, such
extrinsic defects may play a crucial role in the nonradiative
recombination to which we will now turn.

C. Nonradiative carrier capture rates and solar cell efficiency

The main material parameter used to quantify the potential
of a photovoltaic material in the radiative limit is its absorp-
tion coefficient (see related discussion in SM [24]. For Se,
we calculate the direct absorption (vertical transitions) using
RPA and the phonon-assisted absorption is calculated using
second-order perturbation theory as explained in Ref. [49].
After putting all the relevant quantities into Eq. S12 of the SM
[24] we obtain the thickness dependent radiative efficiency
(ηrad). In the thin-film limit (≈ 1μm) we obtain a radiative
efficiency of ≈25% (see Fig. 6(d)). However, this value is sig-
nificantly higher than the experimentally measured efficiency
of 6.5% [5,11]. This indicates that, there might be significant
nonradiative recombination taking place inside the material
governed by the deep level defects formed during synthesis.

The presence of deep level defects can lead to non-radiative
Shockley-Read-Hall (SRH) recombination [50,51], which is
known to limit the photovoltaic efficiency of semiconduc-
tors such as CdTe [52] and Kesterite [53]. Here we explore
how nonradiative SRH recombination via intrinsic defects
influence the power conversion efficiency in Se. In case of
elemental Se, the two possible intrinsic defects are VSe and
iSe. However, the high formation energy of iSe (see Fig. 4)
renders this defect unlikely to be present in any significant
concentration, and will therefore not be considered further
here. In contrast, the VSe defect was found to be present in
large amounts and it has two charge state transitions deep
inside the band gap, both of which will contribute to nonra-
diative SRH recombination.

In Figs. 6(a) and 6(b) we show the configuration coordinate
diagram of carrier capture at two different charge transitions
((0/−1) and (−1/−2), respectively) for the VSe defect. More
details about the related methodology can be found in the SM
[24]. For the first case [Fig. 6(a)] it can be assumed that we
have a neutral defect V0

Se with an electron in the conduction

015402-8



SELENIUM AND THE ROLE OF DEFECTS FOR … PHYSICAL REVIEW MATERIALS 8, 015402 (2024)

band and a hole in the valence band. At first, V0
Se captures

an electron and relaxes to the V−1
Se state. V−1

Se then captures a
hole and consequently relaxes back to the neutral charge state,
completing the recombination process. Semiclassically the
energy barriers, determined by the intersection of the potential
energy surfaces of the initial and the final state, can provide a
first estimate of the rate of carrier capture. However, for quan-
titative estimates one must employ a full quantum mechanical
treatment, e.g., using the formalism of Ref. [54] as described
in SM [24]. Now, for a defect such as VSe showing multiple
charge state transitions inside the band gap, one can calculate
the total capture rate (Ctot) by solving the detailed balance of
carrier capture under steady-state conditions [55,56]. In this
case Ctot can be expressed as,

Ctot = C−1
n + C−1

p

1 + C−1
n

C−2
p

+ C−1
p

C0
n

. (5)

Here C0
n denotes an electron (n) capture from an initial neutral

defect. Similarly the hole (p) capture by a negatively charged
defect is expressed as C−1

p . The calculated nonradiative cap-
ture coefficients are shown in Fig. 6(c). Although, C−1

n , C−1
p ,

and C0
n show moderate to high values, C−2

p is extremely small
and dominates the expression of Ctot as can be seen from
Eq. (5). C−2

p thus constitutes the major rate limiting step and
practically coincides with the value of Ctot. Intuitively, this can
be explained by a very high energy barrier for hole capture by
the q = −2 charge state of VSe, for which the two potential
energy surfaces do not even intersect. Combining this with
the defect concentration of VSe we may calculate the SRH
recombination coefficient and thus the trap limited conversion
efficiency (TLC) [53]. This is shown in Fig. 6(d) as a function
of film thickness and it is observed that the efficiency saturates
when the thickness is 0.1–1 µm. The saturation itself is in
good agreement with the measurements in Ref. [10] where
saturation was observed at 0.3 µm. As expected from the
low carrier capture rate, we see that the TLC is exactly the
same as the radiative efficiency. On this basis we conclude
that the intrinsic defects cannot explain the reduced efficiency
observed experimentally. One might worry if this result is an
artifact of the mBEEF formation energies, which could be too
inaccurate for such calculations. In general, it is not a priori
clear how reliable the predictions of DFT are with respect to
formation energies since these depend on the position of the
VBM. Since the HSE06 tend to predict Kohn-Sham band gaps
in good agreement with experiments it is generally believed
to be superior for defect calculations. We have thus repeated
the calculation of formation energies and recombination rates
with HSE06 (shown in the SM [24]) and find the same con-
clusion: the intrinsic defects do not give rise to non-radiative
recombination.

The next natural step would thus be to calculate the con-
tribution to SRH recombination from extrinsic defects, but

in order to obtain accurate predictions this requires detailed
knowledge of the extrinsic defect concentrations, which are
very sensitive to the chemical environment during synthesis.
Finally, we have not considered the possibility of defect com-
plexes beyond atomic substitutions. Such complexes could
play a role in recombination processes, but a systematic study
of associated formation energies and recombination rates is
beyond the scope of this work.

IV. CONCLUSION AND OUTLOOK

We have presented first-principles calculations of the elec-
tronic properties of pristine trigonal selenium and investigated
the role of defects with respect to carrier concentrations and
nonradiative recombination. By applying GW and BSE we
obtain excellent agreement with the experimental values for
band gap and optical absorption, respectively. In addition, ef-
fective mass calculations reveal that pristine selenium exhibits
mobilities that are higher or comparable to those of silicon.

We then investigated the role of intrinsic defects, which
were shown to be dominated by vacancies, that act as ac-
ceptors and give rise to p doping. The calculated doping
levels originating from vacancies are, however, orders of
magnitude lower than those observed experimentally [11].
In addition, nonradiative recombination rates from vacancies
are vanishingly small and cannot explain the severe reduction
of photovoltaic efficiency observed in selenium-based photo-
voltaic devices [3,5,11].

These observations imply that the presence of extrinsic
defects is likely to be decisive for the efficiency and we have
analyzed the properties of substitutional defects involving el-
ements from groups 4, 5, 6, and 7. In that case we find that the
doping levels do not change much, but several of the defects
yield deep levels in the gap that may lead to significant nonra-
diative recombination. This could explain the severe reduction
of efficiency in selenium-based single junction devices and
implies that the efficiency can be increased significantly by
applying synthesis conditions that minimize the probability of
introducing extrinsic defects.
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