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Atomic cluster expansion for a general-purpose interatomic potential of magnesium
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We present a general-purpose parametrization of the atomic cluster expansion (ACE) for magnesium. The
ACE shows outstanding transferability over a broad range of atomic environments and captures physical prop-
erties of bulk as well as defective Mg phases in excellent agreement with reference first-principles calculations.
We demonstrate the computational efficiency and the predictive power of ACE by calculating properties of
extended defects and by evaluating the P — T phase diagram covering temperatures up to 3000 K and pressures
up to 80 GPa. We compare the ACE predictions with those of other interatomic potentials, including the
embedded-atom method, an angular-dependent potential, and a recently developed neural network potential.
The comparison reveals that ACE is the only model among the tested potentials that is able to predict correctly
the phase diagram in close agreement with experimental observations.
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I. INTRODUCTION

Magnesium is a lightweight and abundant metal, which
makes it an attractive candidate material for automotive and
aerospace components [1]. However, its low melting temper-
ature and brittleness, attributed to the hexagonal close-packed
(hcp) structure, limit the range of possible applications [2].
The hcp crystal structure of Mg as well as the body-centered
cubic (bce) structure of Na and the face-centered cubic (fcc)
structure of Al, its neighbors in the periodic table, can be
understood from the nearly free electron approximation [3]. In
all these simple metals, the atomic cores induce Friedel oscil-
lations in the electron density with characteristic wavelengths
that depend on the Fermi energy and govern the stabiliza-
tion of the bcc, hep, and fcc crystal structures. Changes
of the electronic structure under compression lead to vari-
ous phase transitions [3,4]. While the phase diagram of Mg
has been investigated both theoretically [5—10] and experi-
mentally [11-15], exact locations of phase boundaries and
existence of some phases are still under debate.

Atomistic simulations are nowadays indispensable for
a detailed exploration of mechanical and thermodynamic
properties. There exist several interatomic potentials for
Mg, including embedded-atom method (EAM) potentials
[16-20], modified embedded-atom method (MEAM) poten-
tials [21-23], angular-dependent potentials (ADP) [24], tight-
binding models [25,26], neural-network potentials (NNPs)
[27,28], and a moment tensor potential (MTP) [29]. However,
a recent study [30] showed that none of the potentials that
were considered were able to predict accurately the P — T
phase diagram even for intermediate ranges of temperatures
and pressures.
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Here we present an interatomic potential for Mg that is able
to describe reliably very different atomic configurations and
is applicable to large-scale atomistic studies of mechanical as
well as thermodynamic properties. The excellent transferabil-
ity is achieved by parametrizing the atomic cluster expansion
(ACE) [31] based on a wide range of density functional the-
ory (DFT) reference data. We validate the potential in detail
and demonstrate an excellent match to the reference data, in
particular for properties that were not part of the training. We
then apply the model to predict the Mg phase diagram.

The paper is structured as follows. In Sec. II we briefly
review theoretical methods that we employ for the construc-
tion of ACE for Mg and for computations of mechanical
and thermodynamic properties. In Sec. III we describe the
ACE parametrization procedure. Section IV contains valida-
tion studies for fundamental structural, elastic and vibrational
properties. In Sec. V we present the calculations of stack-
ing faults and in Sec. VI we provide a comprehensive study
of thermodynamic properties of Mg and evaluate the P — T
phase diagram using state-of-the-art thermodynamic integra-
tion techniques. Conclusions are provided in Sec. VII.

II. METHODS

A. DFT reference calculations

We employ the all-electron FHI-AIMS code [32,33] to carry
out first-principles reference calculations based on density
functional theory (DFT). All DFT calculations were per-
formed using the Perdew-Burke-Ernzerhof (PBE) functional
[34], tight basis settings, a k-mesh density of 0.175 A“, and
Gaussian smearing of 0.1 eV.

B. Atomic cluster expansion

The ACE parametrization was fitted using the pack-
age PACEMAKER [35]. We employed a Finnis-Sinclair-type
mildly nonlinear representation of the atomic energy that

©2023 American Physical Society
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FIG. 1. DFT energies for the training dataset plotted with respect to the nearest neighbor distance in each structure (top panel). Cross-
correlation plots and error distributions for energy and force showing an excellent agreement between ACE and DFT (bottom graphs).

incorporates two atomic properties that are represented by lin-
ear, in principle complete, ACE basis expansions [31,35,36].
The nonlinear representation can be motivated from the
second-moment approximation [37] and was shown to be
efficient [35] for metals [36] as well as covalently bonded
materials [37,38]. A detailed description of the ACE method-
ology can be found in original Refs. [31,35,36,39,40].

C. Molecular dynamics and statics simulations

The Large-scale Atomic/Molecular Massively Parallel
Simulator (LAMMPS) [41] and the Performant implementation

of the atomic cluster expansion (PACE) [36] were used to carry
out molecular statics and molecular dynamics (MD) simula-
tions. Some calculations for other potentials were performed
using the Atomic Simulation Environment (ASE) [42].

We calculated phonons using the force constants method
as implemented in the PHONOPY package [43].

D. Computation of free energy

Nonequilibrium thermodynamic integration was used for
free energy calculations as implemented in the software
package CALPHY [44]. Two different integration paths were

TABLE 1. Basic materials properties of the Mg hcp phase predicted by different interatomic potentials, DFT and experiment. The
transformation pressure P, between the hcp and bec phases at 0 K and the melting temperature 7, of the hcp phase are also included.

Property DFT [50] ACE EAM [19] ADP [24] NNP [27] Expt. [51]
ad) 3.190 3.187 3.185 3.188 3.186 3.209
c/a 1.627 1.623 1.628 1.633 1.613 1.624
Ci1 (GPa) 63.44 71.48 70.42 53.32 72.42 63.48
C1> (GPa) 26.15 24.30 25.56 16.74 30.31 25.94
Ci; (GPa) 21.07 20.93 15.44 15.67 26.73 21.70
Cs3 (GPa) 68.47 67.14 69.05 73.62 68.22 66.45
Cu (GPa) 18.32 18.12 12.68 14.93 19.10 18.42
P, (GPa) 52.50 51.6 33.9 22.6 55 ~50[11]
T, (K) 882" 918 910¢ A 900° 923

“We calculated this value using FHI-AIMS.

PCalculated from free energies with CALPHY.

“Calculated using solid-liquid interface free energy.
dCalculated using heating a crystal model with an open surface.
¢Calculated using dual-phase crystal-liquid simulations.

113801-2



ATOMIC CLUSTER EXPANSION FOR A ...

PHYSICAL REVIEW MATERIALS 7, 113801 (2023)

0.07

dhcp

hcp

o o o o
o =) =) =)
@ = o >

T T T T
—

E-Egs [eV/atom]

2223245 - Y R Y T
Volume [A3/atom] Volume [A3/atom]

T 2223 2435
Volume [A3/atom]

20 22 24
Volume [A3/atom]

[+~ DFT —— ACE

— EAM

— ADP NNP}

FIG. 2. Volume dependence of the energy for the most relevant Mg phases computed using ACE, EAM, ADP, NNP. and DFT. For each

method, the energy of its equilibrium hcp structure was subtracted.

employed: the Frenkel-Ladd path [45] for computing the free
energy at a given temperature and volume, and reversible
scaling [46,47] for generating the free energy for a range
of temperatures. We carefully converged the simulations to
ensure free energy difference errors were significantly smaller
than 1 meV (See Appendix A).

III. PARAMETRIZATION

We carried out more than 120 000 individual DFT ref-
erence calculations to sample local atomic environments as
exhaustively as possible. The workflow management software
PYIRON [48] was employed to automate some calculations.
The atomic configurations comprised different bulk struc-
tures including supercells with displaced atoms, point defects,
planar defects, and surfaces. In addition, we included small
random clusters containing two to five atoms to ensure
transferability to a large variety of atomic environments. We

did not include any explicit information on liquid phases, but
used active learning based on D-optimality [49] and principal
component analysis to ensure that the reference data cover
liquid phase atomic environments as discussed in Sec. VI. For
the bulk phases, we sampled a range of volumes such that the
nearest neighbor distances varied between about 0.7 and 3.0
of the nearest neighbor distance of the equilibrium hcp phase.
The reference DFT data are plotted with respect to the nearest
neighbor distance in each structure in the top panel of Fig. 1.
For the parametrization, we employed a successive hier-
archical basis extension with power-order ranking [35] and
a cutoff of 8.2 A. From the full DFT reference dataset,
we selected 40 000 structures for training (corresponding to
738 705 atoms) and 5000 structures for testing (corresponding
to 92 900 atoms). The final ACE parametrization contained
724 basis functions and a total of 2528 parameters. Energies
and forces in the structures were weighted using an energy
based weighting scheme [35] that gave higher weights to low
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FIG. 3. Relative enthalpies (at 0 K) of the dhcp, bee, and fec phases with respect to that of the hep phase as a function of pressure computed

using ACE, EAM, ADP, NNP, and DFT.
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FIG. 4. Phonon band structures for hcp, dhep, bee, and fec computed with ACE and DFT.

energy structures. Specifically, 75% of the weight was given
to structures that were within 1 eV from the lowest energy
structure.

Cross-correlation plots in Fig. 1 show that ACE reproduces
the DFT reference data with excellent accuracy. The training
metrics for the complete training set gives a mean-absolute
error of 5.4 meV /atom for the energy and 31.5 meV /A for the
force. Corresponding errors for the test set of 5.7 meV /atom
and 31.9 meV/A, respectively, demonstrate that the model
is not overfitted. Structures that are within 1 eV from the
ground state were given the largest weight, and there errors
are 4.7 meV/atom and 29.4 meV/A for training and 4.9
meV /atom and 29.8 meV /A for testing. Additional details of
the training and error analysis are given in the Appendix A.

IV. VALIDATION

We validated the ACE parametrization by computing a
number of materials properties. In addition, we compared
ACE predictions with those of three other potentials for Mg,
namely, an EAM potential developed for studies of solid-
liquid interfaces [19], an ADP parametrization for pure Mg
and the Mg-H system [24], and a recent NNP model aimed at
studies of extended defects [27].

A. Equilibrium structure and elastic moduli

The equilibrium lattice constant a and the c/a ratio of the
hcp phase at 0 K are reproduced by all potentials in close

agreement with DFT and experiment (see Table I). The same
holds for the elastic constants that are also summarized in
Table 1.

B. Structural stability and transition pressure

In Fig. 2, we compare the structural energies of the
most relevant Mg phases—hcp, double hcp (dhep), bee, and
fcc—computed using ACE, EAM, ADP, NNP, and DFT.
ACE captures the structural energy differences in quantitative
agreement with DFT for all considered phases while the other
potentials show significant discrepancies for the bce phase.

The energy difference between hcp and bcc is critical
for the hcp-bee phase transition. Figure 3 shows relative en-
thalpies of the bcc, fcc, and dhep phases with respect to that
of the hcp phase as a function of pressure, where we apply
smoothing using a Savitzky-Golay filter as implemented in
SCIPY [52]. It is apparent that only ACE agrees well with
the DFT predictions while the other three potentials show not
only quantitatively but even qualitatively incorrect behavior.
The theoretically predicted transition pressures P, from hcp
to bee at zero temperature (marked by vertical dashed lines in
Fig. 3) are 52.5, 51.6, 34.4, 23.7, and 5.5 GPa for DFT, ACE,
EAM, ADP, and NNP, respectively. Our DFT and ACE values
fall into the range of 47-55 GPa obtained by other electronic
structure [7,8,50] and experimental [11,14,15] studies. Apart
from quantitative discrepancies, EAM and ADP predict Mg to
transform first to the fcc phase. The NNP model was trained
mostly on structures close to the equilibrium densities and
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TABLE II. Calculated surface energies (in eV/A2) for hep and
bce phases. The DFT values are taken from the Crystalium database
[53-55].

hep ACE DFT bee ACE DFT
(0001)  0.034  0.032 (111)  0.041  0.047
(1010)  0.036  0.037 11) 0028  0.030
(1011)  0.047  0.039 (321)  0.028  0.030
(2130)  0.040  0.044 (110)  0.033  0.037
(1012)  0.049  0.044 (3200  0.048  0.038
(1120)  0.041  0.045 (2100  0.026  0.039
(2131)  0.040  0.046 (310)  0.033  0.039
(2132)  0.050  0.046 (331)  0.041  0.041
(2112) 0053  0.046 (322)  0.050  0.043
(2241)  0.041  0.047 (G11) 0042  0.044
(1121)  0.039  0.047 (100)  0.058  0.044
(2021)  0.035  0.048 (221)  0.063  0.047

(332)  0.055  0.048

therefore is unable to predict correctly the behavior at elevated
pressures.

C. Phonon spectra

In Fig. 4, we present the computed phonon band structures
for hep, dhep, bee, and fce using ACE and DFT. We observe
very close agreement between ACE and DFT, including the
prediction of negative phonons in bcc. In Appendix A, we
compare the phonon density of states for the tested interatomic
potentials, which demonstrates significant deviation from the
DFT reference. For example, for bcc, one can see that ACE is

the only potential that aligns well with the DFT predictions.
Neither EAM nor ADP predict negative phonons in the bcc
phase, in contrast to ACE and NNP. This can be related to
relative phase stabilities. In Fig. 3 we show the enthalpy of
formation for DFT, ACE, and the other potentials. ACE and
NNP show a transition between hcp and bee, while for EAM
and ADP the fcc phase appears, in disagreement also with the
DFT reference.

D. Surface energies

We calculated energies of various surfaces of Mg in the
hcp and bee phases, as displayed in Table II. The atomic
configurations and DFT data were taken from the Crystalium
database [53-55]. The surfaces of the hcp phase were not
part of the training reference data. Hence, the prediction of
surface energies presents a stringent test of the ACE trans-
ferability. For hcp, the close-packed (0001) surface has the
lowest energy with a deviation between ACE and DFT of only
2 meV /A2, Other surfaces are reproduced equally well or with
only slightly larger errors.

E. Transformation paths

Along transformation paths between crystal structures,
coordination and bond distances change significantly. To il-
lustrate the capability of ACE to describe large bonding
rearrangements, we calculated the energy along four differ-
ent transformation paths. In Fig. 5, we show the trigonal,
hexagonal, tetragonal, and orthorhombic paths as predicted
by ACE and DFT. The discontinuities that are visible in
the DFT data of the orthorhombic path are due to k-point
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FIG. 5. Trigonal, hexagonal, tetragonal, and orthorhombic transformation paths for ACE and DFT.
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TABLE III. Stacking fault (SF) energies (in mJ/m?) calculated
by ACE and DFT [63]. The acronyms ISF and ESF correspond to
intrinsic and extrinsic faults, respectively; the letters N and W mark
narrow and wide atomic planes (see text); for a detailed description
of SF configurations see Ref. [63].

remeshing. Results for the other potentials are provided in the
Appendix A.

V. STACKING FAULTS AND GENERALIZED STACKING

FAULT ENERGY SURFACES
ACE DFT .. . .
The low ductility of Mg at ambient temperatures is related
Basal to a limited number of available slip systems [1,56]. The
ISF1 25 18 close-packed basal plane offers two independent primary slip
ISF2 49 34 systems where the (a) dislocations glide at relatively low
ESF 72 54 stresses [57,58]. To initiate plasticity during loading along
Prismatic I the (c) axis necessitates glide of (c + a) dislocations on sec-
W-SF1 201 212 ondary pyramidal slip systems. This usually requires a thermal
W-SF2 363 383 activation and elevated stresses [1,2,59-62].
Prismatic II Generalized stacking fault energy (GSFE) surfaces, also
SF1 . 206 183 known as y-surfaces [64], are an important indicator for dis-
;y rsé;rrildal I 169 165 location behavior. Since they are accessible by first principles
W- SF1 585 calculations [63,65-70] and experiments [71-73], they can be
} ) used also for validation of interatomic potentials. It has been
W-SF2 158 161 . . .
W-SF3 232 203 reported [67,74] that there exist notable differences in GSFE
Pyramidal IT values obtained by DFT and EAM potentials.
SF1 185 165 We calculated energies of stable stacking faults on the basal
{0001}, prismatic I {1010}, prismatic II {1120}, pyramidal I
{1011}, and pyramidal IT {1122} planes and compared them to
results of a recent DFT study [63]. The comparison in Table III
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FIG. 6. Generalized stacking fault energy y lines on several planes in hcp Mg. Panels show data for the basal, prismatic I, pyramidal I, and

pyramidal II planes from ACE and DFT [63].
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shows a good agreement for all stacking faults with errors not
exceeding 30 mJ/m?. It is important to note that none of the
faults were included in the training data.

Apart from the stable stacking faults, we calculated entire
y-surfaces for the basal {0001}, prismatic I {1010}, prismatic
11 {1120}, pyramidal I {1011}, and pyramidal II {1122} planes.
In Fig. 6, we show first cross sections of the y-surfaces along
high symmetry directions that are relevant for splitting of
dislocation cores. The plots contain also DFT results from
Ref. [63]. Overall, ACE shows an excellent agreement with
DFT for all investigated directions. From the cross section on
the basal plane one can see that not only the stable but also the
unstable stacking fault energy, corresponding to the shift of
about %[101 1], is reproduced very accurately and is consistent
with existing DFT data [66,74]. The same applies also for both
pyramidal planes.

Contour plots of the entire y-surfaces are shown in Fig. 7.
The y-surfaces for the basal and prismatic planes agree well
with available DFT results [68]. A single metastable stacking
fault (I2) is visible on the basal plane and none are visible on
the prismatic planes.

For the first-order pyramidal I {1011} plane, there exist two
sets of atomic layers with narrow (N) and wide (W) spac-
ings between them. Here we evaluated the y -surface between

the widely spaced planes that is relevant for the splitting of
the (c 4 a) dislocations. The shapes of of both pyramidal
y-surfaces as well as the locations of the stacking faults agree
quantitatively with values reported in recent DFT studies on
Mg [61,63,75] and are also consistent with DFT results for
hcp metals Ti [76] and Zr [77].

VI. PHASE DIAGRAM

An evaluation of phase diagram using DFT calculations
is computationally expensive so that accurate and efficient
interatomic potentials are largely beneficial for such a task.
However, a recent comparative study [30] revealed that none
of the potentials considered, including several EAM [16-20]
and MEAM [21-23] potentials, ADP [24], tight-binding
models [25,26], and NNPs [27,28], were able to provide a
satisfactory description of thermodynamic properties of Mg
over a broad range of temperatures and pressures.

We computed the P — T phase diagram using nonequi-
librium thermodynamic integration (NETI) [78], where we
employed two thermodynamic paths: the Frenkel-Ladd path
[45] and the reversible-scaling path [46,47]. For the automated
calculations of the Gibbs free energies of all phases we used
the software package CALPHY [44]. Examples of the Gibbs

113801-7
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FIG. 8. Phonon densities of states of the hcp and bee phases at different pressures as predicted by ACE.

free energies at zero pressure computed using NETI for differ-
ent temperatures together with additional convergence studies
are provided in the Appendix B.

The complete phase diagram predicted by ACE is pre-
sented in Fig. 9. For the investigated range of temperatures
and pressures, there exist only three phases, namely, hcp, bcce,
and liquid. It should be noted that the DFT training data
did not contain any configurations at extreme densities and
energies so that the present ACE parametrization is reliable
up to pressures of about 70 GPa and temperatures up to about
4000 K only.

The liquidus line predicted by ACE shows a good agree-
ment with the experimental data [10,12,14,15] as well as
recent AIMD results [10] despite the fact that no liquid ref-
erence DFT data were included in the training procedure. In
order to validate that the liquid environments are captured
reliably by ACE, we computed the uncertainty indicator y
[49] to estimate the extrapolation grade in the description of
the local atomic environments occurring in the liquid phase.
A value of y between O and 1 indicates interpolation, i.e.,
reliable prediction, while y > 1 corresponds to extrapolation
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FIG. 9. Mg phase diagram predicted by ACE together with re-
sults from literature from experimental [12], as well as theoretical
studies [7,8].

and increasingly uncertain predictions. Furthermore, we car-
ried out principal component analysis (PCA) of the ACE
basis function for the training configurations as well as for
the liquid configurations obtained during the phase diagram
simulations up to 13 GPa. In Fig. 10, we show first two
components of PCA decomposition together with the extrap-
olation grade obtained for the liquid structures. It can be seen
that the extrapolation grade is smaller than 1 for most liquid
configurations and that the liquid local atomic environments
overlap with the environments in the training dataset. This
analysis demonstrates that atomic configurations found in the
liquid were efficiently sampled during training, despite the
fact that explicitly liquid configurations, for example, from
AIMD, were not part of the training set.

The region of the phase diagram in the vicinity of the
triple point is still rather uncertain. There exists evidence of
additional diffraction peaks [12,14] that do not belong to hcp,
dhcep, or bee phases, but no other crystalline phase could be
identified so far. According to recent shock-release experi-
ments, the triple point of polycrystalline Mg lies at about
20 GPa and 1650 K [15], which is higher than most theoretical
estimates.

« LQD

*  bulk

« clusters
surfaces

1.5

1.0

PC2

LQD

0.5

PC1

FIG. 10. PCA of the B-basis function projections for training set
and liquid local atomic environments, which were not part of the
training.
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To analyze in more detail the origins of the hcp-bec trans-
formation, we evaluated the phonon density of states for both
phases as a function of pressure, as shown in Fig. 8. We

find that hcp is dynamically stable at all pressures while the
bce phase is unstable below 30 GPa, as evidenced by the
negative phonon frequencies. The dynamical instability of the
bce phase at low pressures is consistent with available DFT
results [4,7,8,50,79] This instability is caused by an unstable
transverse phonon mode at the bcc N-point zone boundary and
is directly related to the mechanism of the martensitic hcp-bce
phase transformation [79].

VII. CONCLUSION

We developed a general-purpose interatomic potential for
Mg based on the atomic cluster expansion. The present ACE
parametrization predicts materials properties with accuracy
similar to the DFT reference for a broad range of atomic
environments. We demonstrated the broad applicability of the
ACE model by analyzing properties of extended defects and
evaluated the P — T phase diagram of Mg over an extensive
range of temperatures and pressures.

The DFT reference data and the potential are available
online [80].
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FIG. 12. Energy with respect to nearest neighbor distance for selected bulk structures.
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FIG. 13. Phonon DOS for hep, dhep, bece, and fcc computed with DFT, ACE, EAM, ADP, and NNP.
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APPENDIX A: ADDITIONAL VALIDATION RESULTS

Our training dataset contains various structures includ-
ing bulk, surfaces, grain boundaries, clusters, and various
shaken and random structures. In Fig. 12, we show energy
versus nearest neighbor distance (NNB,y;, ) for additional bulk

structures calculated using ACE and DFT. The results demon-
strate a close agreement between ACE and the DFT reference.
In addition, one can see that the ACE curves are smooth over
the whole range of NNB,;,, which is not straightforward to
achieve.

In Fig. 11, we provide an additional quantification of the
ACE errors and their distribution with respect to the DFT
reference.

In Fig. 13, we show a comparison of phonon density of
states (DOS) calculated using DFT, ACE, and the considered
interatomic potentials for four most relevant structures (hcp,
dhep, bece, and fec). Only ACE correctly predicts imaginary
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FIG. 14. Transformation paths for trigonal, hexagonal, tetragonal, and orthorhombic paths computed with DFT, ACE, EAM, ADP, and

NNP.

113801-10



ATOMIC CLUSTER EXPANSION FOR A ...

PHYSICAL REVIEW MATERIALS 7, 113801 (2023)

T 100K T 450K T 800K
]e 1° 1e e Forward
—1.5000-; _1'56__ _1'700_: e Backward
] E e Average
-1.50254 ] -1.725 g
— 1 —1.58 ]
g -1.50509 e, 1 . -17503
o [ — 4 1 4 °
] 778 $HEEISI et 000 '-——'--:—5-!—'-'—.-.—'-.—'C—I--O—I-+C+C—0--_1.775_'———r-'—:--!—l‘-.-.-'-'l-."l‘l--.—l-.—l-.—l—.—-
S —1.5075] o o -1.60- o 4 ° Je,° °
() ] 1 _ _:
‘6 -1.5100 ] 1.8007
] ~1.62 _ 3
-1.51254 1 1.8251
] ] -1.8504
-1.5150 _164] ]
i° 1° -1.875
_1'5175 T T T T T T T T T T T T T T T T T T
0 2000 4000 6000 8000 10000 0 2000 4000 6000 8000 10000 0 2000 4000 6000 8000 10000

ts (MD steps)

ts (MD steps)

ts (MD steps)

FIG. 15. FL NETI results for the forward direction, backward direction, and their average for three different temperatures. The dashed line
shows the value at the thermodynamic limit. The averaged path converges much faster than the forward and backward directions, showing the

efficiency of the NETI scheme.

phonon frequencies in the case of bcc in accordance with
DFT, while EAM and ADP predict the bce structure to be
dynamically stable.

The transformation paths for all considered interatomic
potentials are compared in Fig. 14.

APPENDIX B: FREE ENERGY

Here, we discuss the implementation and calculations of
free energies using NETI. Figure 15 shows the Gibbs free
energies at zero pressure computed using NETI for three dif-
ferent temperatures, 100, 400, and 800 K. The x axis shows
the switching time in terms of MD steps, where one MD
step corresponds to 2 fs. We employ the Frenkel-Ladd (FL)
calculations in three directions, namely, forward, backward,
and average. The average indicates the average of forward and
backward switching. Then, we average the results of both of
them. The dashed line shows the free energy in the thermo-
dynamic limit for each corresponding temperature. Here one
sees that the average direction converges more rapidly than the
forward and backward directions. This behavior explains how

e G(N)
— « 1/N

10_3-:

G(x) - G(N) [eV/atom]

T
N(atoms)

R
103

FIG. 16. We obtained an estimate for the Gibbs free energy in
the thermodynamic limit, G(co), by making an asymptotic analysis
which has shown that the free energy, G(N), converges with the
leading term 1/N.

the heat of dissipation decreases differently with the different
paths. Figure 15 shows that one obtains excellent free energy
estimation within a few hundred MD steps. However, one
gets the same accuracy of the average direction using either
forward or backward direction within a few thousand MD
steps. Irrespective of the simulation temperature, we see a
typical behavior of free energy convergence. Naturally, the
absolute values of the converged free energies are different
for different temperatures. From another point of view, one
can relate this to the rate of termination at which we carry
out our process. Hence, one arrives at almost negligible heats
of dissipation with the average direction at higher rates in
comparison to either the forward or the backward direction,
leading to a more computationally efficient way. In principle,
this for two reasons. First, we terminate the process at a rel-
atively long switching time. Second, we average the forward
and backward processes, which have almost the same heats
of dissipation even at shorter switching times. Thus, as we
increase the switching time (i.e., decrease the rate at which
we terminate our process.), we get smaller heats of dissipation
from the forward and backward directions.
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FIG. 17. Free-energy convergence with the system size for the
hep structure at 100 K and zero pressure. The chosen accuracy was
within £ 0.2 meV/atom of the free energy in the thermodynamic
limit.
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FIG. 18. Gibbs free energy of the hcp structure calculated using

the ACE potential. The reference free energy from the FL thermody-

namic path is at 7o = 100 K and zero pressure. The FL calculations

at other temperatures were used to verify the agreement against the
RS result at high temperatures.

Another convergence test that we carried out is the be-
havior of the free energy as a function of the system size.
Figure 17 shows a typical convergence behavior for the free
energy as a function of the number of atoms or the system

size. One sees that, for a small number of atoms (< 200),
deviations are high and cannot be ignored. However, for larger
systems, the deviations are insignificant (<1 meV) and can
be disregarded. In these analyses, we use the hcp lattice of
Mg and we vary the dimensions N x N x N of the supercell
where N = 5,6,7, ...,29. This results in supercells contain-
ing from 250 to 48778 atoms. From these results, one sees that
attaining a convergence of the free energy within a fraction of
meV demands a few thousand atoms, where we calculate the
value of free energy at the thermodynamic limit as shown in
Fig. 16.

Figure 18 shows the free energies from the FL and re-
versible scaling (RS) thermodynamic paths at zero pressure.
We calculate the free energies using FL and RS thermo-
dynamic paths in a temperature range from 100 to 800 K
(slightly below the melting point). Red points show single cal-
culations of the free energies at temperatures of 100, 450, and
800 K using FL thermodynamic path. The solid line shows
the results of the free energies using the RS thermodynamic
path with a reference point from FL free energy at 100 K.
In principle, RS calculations require a larger switching time
to achieve similar accuracy as FL calculations. A typical FL
switching time to reach convergence of a fraction of meV is
around 5000 MD steps, where an MD step corresponds to 2
fs. A typical RS switching time is around 25 000 MD steps.
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