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Point defects in two-dimensional RuCl3
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Defects are crucial in determining a variety of material properties especially in low dimensions. In this work,
we study point defects in monolayer α-phase Ruthenium (III) chloride (α-RuCl3), a promising candidate to
realize quantum spin liquid with nearly degenerate magnetic states. Our first-principles simulations reveal that
Cl vacancies, Ru vacancies, and oxygen substitutional defects are the most energetically stable point defects.
Besides, these point defects break the magnetic degeneracy: Cl vacancies and oxygen substitutional defects
energetically favor the zigzag-antiferromagnetic configuration while Ru vacancies favor the ferromagnetic
configuration, shedding light on understanding the observed magnetic structures and further defect engineering
of magnetism in monolayer α-RuCl3. We further calculated their electronic structures and optical absorption
spectra. The polarization symmetry of optical responses provides a convenient signature to identify the point
defect types and long-range magnetic orders.
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I. INTRODUCTION

Among emerging two-dimensional (2D) van der Waals
(vdW) magnetic materials, α-phase Ruthenium (III) chloride
(α-RuCl3) has attracted significant research interest because it
potentially hosts the long-pursued Kitaev quantum spin liquid
(KQSL) [1–8]. Signatures of the proximate KQSL states and
Majorana fermions have been observed in thin-film RuCl3

via polarized terahertz spectroscopy and neutron scattering
measurements [9–12]. Besides multilayer structures, substan-
tial efforts have recently been made to achieve monolayer
RuCl3 [13,14] since it is expected to be a better platform
to instantiate the 2D Kitaev honeycomb model intrinsically.
Moreover, theoretical studies predicted nearly degenerate
zigzag-antiferromagnetic (ZZ-AFM) and ferromagnetic (FM)
orders in monolayer α-RuCl3 [15–17], giving hope for realiz-
ing the KQSL model where degenerate magnetic states with
low energy barriers are prerequisites [18–20].

On the other hand, defects have been widely observed in
fabricated 2D magnetic materials and strongly impact elec-
tronic structures and magnetic orders. For example, point
and multiatom vacancies were observed in monolayer CrI3

[21], and they can reduce the local crystal field and enhance
the exchange interactions [22,23]. Cr vacancies may enhance
the magnetic order and introduce an insulator-to-half metal
transition in monolayer CrCl3 [24]. Compared with those 2D
structures with “robust” magnetic orders, monolayer RuCl3 is
supposed to be more sensitive to defects as its nearly degener-
ate magnetic orders and potential KQSL state could be easily
broken by defects [25]. Therefore, a study on defects and
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associated material properties of monolayer RuCl3 is crucial
for understanding available measurements and searching for
the KQSL state in 2D vdW structures.

In this work, we employ first-principles simulations to
study point defects and their impacts on the electronic, mag-
netic, and optical properties of monolayer α-RuCl3. The
article is organized in the following way. In Sec. II, we present
the computational details and properties of pristine monolayer
α-RuCl3. In Sec. III, we introduce the typical point defects
and how their formation energies evolve with chemical po-
tential. In Sec. IV, we present the relationship between point
defects and magnetic orders. In Sec. V, the electronic band
structures and defect levels are discussed. In Sec. VI, we show
the single-particle optical absorption spectra and the optical
signatures of defects. In Sec. VII, we expand the discussion
to oxygen substitutional defects. The results are concluded in
Sec. VIII.

II. COMPUTATIONAL DETAILS AND PROPERTIES
OF PRISTINE MONOLAYER α-RuCl3

Our calculations are performed by the Vienna Ab ini-
tio Simulation Package (VASP) based on density functional
theory (DFT). We employ projector-augmented wave pseu-
dopotential with the Perdew-Burke-Ernzerhof functional to
describe the exchanging-correlation interactions [26,27]. We
set the plane-wave basis with a cut-off energy of 400 eV
with the K-point grid of 15 × 9 × 1 for pristine structures.
The vacuum thickness is set to be larger than 18 Å to avoid
spurious interaction. We adopt the DFT + U approach to
treat the correlations between d orbitals of Ru atoms, and
the effective Hubbard parameter is set to be Ueff = U −
J = 2 eV, which was used in previous works [16,17].
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FIG. 1. Top view of magnetic configurations of monolayer α-
RuCl3: (a) ZZ-AFM, (b) FM, (c) Néel-AFM, and (d) Stripy-AFM.
The blue and red colors represent the spin-up and spin-down Ru
atoms, respectively. The Cl atoms are marked by the yellow color.
The unit cell is marked by the dashed rectangle, which is twice as
large than the primitive cell because we need to include those AFM
orders. The total energy difference per formula cell is marked at the
bottom of each figure, and the zero-reference point is based on the
ZZ-AFM.

Spin-orbit coupling (SOC) is included in all calculations. The
atomic and magnetic structures were fully relaxed until the
total energy is converged within 10−6 eV, and the force on
each atom is less than 0.005 eV Å−1. To mimic a single-point
defect, we adopted a (2 × 3) supercell containing 24 Ru atoms
and 72 Cl atoms. The similarly sized supercell was employed
in studying point defects in other 2D magnetic materials,
such as CrI3 and CrCl3 [28,29], and the converged results of
larger 3 × 3 supercells are presented in Sec. IV of the Sup-
plemental Material [30]. Correspondingly, a smaller K-point
grid of 3 × 3 × 1 is used for the total-energy calculations of
supercells. The K-point grid for the optical absorption spectra
is 9 × 9 × 1 for the supercell.

We start from four types of magnetic configura-
tions: ZZ-AFM, FM, Néel-antiferromagnetic (Néel-AFM),
and stripy-antiferromagnetic (Stripy-AFM). [31] The top
views of these magnetic configurations are summarized in
Figs. 1(a)–1(d). The total-energy calculation confirms that the
ZZ-AFM configuration is the ground state. Their total en-
ergies follow the order of EZZ−AFM < EFM < Estripy < ENéel.
This agrees with previous publications [16,17]. It is important

FIG. 2. Top view of the atomic structure of point defect. (a)
Single Cl atom vacancy (VCl), (b) single Ru atom vacancy (VRu),
(c) a Ru atom takes the place of a Cl atom (RuCl), (d) a Cl atom takes
the place of a Ru atom (ClRu), (e) an excess Cl atom locates on the
top of the layer (Clon ), (f) an excess Ru atom locates on the top of
the layer (Ruon ). The missing atom is marked by black dashed lines
in (a) and (b). The red dashed circle is used to guide readers’ eyes to
the point defect.

to note that the total energy of the FM order is only 0.034
meV/f.u. higher than that of the ZZ-AFM one, which is within
the accuracy of the DFT simulation. Such nearly degenerate
ground states [32] support the idea that monolayer α-RuCl3

may be in a proximate KQSL phase. The detailed relaxed
structure parameters are listed in Table S1 of Sec. I of the
Supplemental Material [30].

III. POINT DEFECTS AND FORMATION ENERGIES

Beyond the pristine structure, we consider six types of
point defects, which have been typically observed/studied
in other 2D magnetic materials, e.g., CrI3 and CrCl3 [23],
[28]. These defects can be classified into three categories:
(1) vacancy defects: the single Cl atom vacancy (VCl)
or single Ru atom vacancy (VRu), which are plotted in
Figs. 2(a) and 2(b), respectively; (2) antisite defects: a Ru
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atom takes the place of a Cl atom (RuCl) or a Cl atom takes
the place of a Ru atom (ClRu), which are plotted in Figs. 2(c)
and 2(d), respectively; (3) adatom defects: an excess Cl atom
locates on top of the material (Clon) or an excess Ru atom
locates on top of the material (Ruon), which are plotted in
Figs. 2(e) and 2(f), respectively.

The thermal stability of these point defects can be obtained
by calculating the formation energy (Eform) based on the stan-
dard approach of Ref. [33]:

Eform[X ] = Etot[X ] − Etot[bulk] −
∑

i

niμi,

where Etot[X ] is the total energy of the supercell containing
the type-X defect, and Etot[bulk] is the total energy of pristine
monolayer α-RuCl3 without defects. In addition, the integer
index ni denotes the change in the number of type-i atoms. μi

represents the chemical potential of a single type-i atom. To
prevent Ru and Cl atoms from forming the bulk Ru precipitate
or gaseous Cl2 phases during the process of material growth,
the chemical potential of Ru atoms should not exceed that of
the bulk Ru, and the chemical potential of Cl atoms cannot
exceed that of the gaseous Cl2. [28] Besides, the chemi-
cal potentials of Ru, Cl, and RuCl3 follow the relationship
μRu + 3μCl = μRuCl3 . Then, the range of μCl values is set as
−0.96 eV � μCl � 0 eV. By inserting this range into the for-
mula of formation energy, we can obtain the defect formation
energy, Eform, as a function of the chemical potential of Cl,
i.e., μCl.

The defect formation energies vs the Cl chemical potential
are summarized in Fig. 3(a). Due to the low mobility of our
studied defects (See Sec. II of the Supplemental Material
[30]), the contributions of kinetic effects to the thermody-
namic stability of defects can be ignored. Ru and Cl point
vacancies have the lowest formation energies, so they are
the most stable defect types, and the Cl antisite (ClRu) and
adatom (Clon) defects are generally the second most stable.
Other types of defects are the least stable ones. The relative
stability of defects is also sensitive to the chemical potential.
The Cl-rich condition favors the formation of Ru vacancies
(VRu) while the Cl-poor condition favors the formation of Cl
vacancies (VCl). The critical chemical potential of Cl is found
to be −0.79 eV between these two types of vacancies.

If we consider a charge state q, the expression of formation
energy is changed into

Eform[X q] = Etot[X
q] − Etot[bulk] −

∑

i

niμi + q∈F + Ecorr,

where ∈F is the Fermi level, and Ecorr is the correction
term which accounts for the finite-size supercell correction.
[34–37] We consider two main parts of the correction term:
Firstly, there are electrostatic interactions between the defect
and its periodic images, which can be estimated from the
Madelung energy of an array of point charges with neutral-
izing background [34], [35], [38]:

EMd = −αq2

2εL
,

where α is the Madelung constant, and L is the supercell
lattice constant. Secondly, we need to align the electrostatic
potentials of the intrinsic structure and the defective structure,
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FIG. 3. (a) Relationships between defect formation energies and
the Cl chemical potential. The lines in different colors represent dif-
ferent types of point defects. (b) Energy splitting between FM phase
and ZZ-AFM phase induced by defects (2 × 3 supercell). Each bar
represents a defect type. Background color represents the magnetic
phase: pink means the system favors the FM order, and yellow means
the system favors the ZZ-AFM order. Formation energies of defects
at different charge state as a function of the Fermi level: (c) formation
energy of the Cl vacancy, (d) formation energy of the Ru vacancy.

the contribution of which to the correction term is [38], [39]:

E alignment = −q�Vq/b,

where �Vq/b can be estimated through the comparison
of the electrostatic potential in the region far from the
charged defect and in the intrinsic structure calculation:
�Vq/b = Vq|far − Vb.

The formation energies of Cl vacancy (VCl) and Ru
vacancy (VRu) at different charge states are presented in
Figs. 3(c) and 3(d). As the Fermi level varies within the
range of the band gap, [33] the charge-neutral defects keep
the most stable ones. Moreover, previous works show that
the doping levels of defects in 2D magnetic insulators can be
very deep. [40] Combined with experimental observations that
most fabricated RuCl3 is strongly insulating, we will focus on
the charge-neutral defects in this work.

IV. MAGNETIC STRUCTURES OF POINT DEFECT STATES

As shown in Figs. 1(a) and 1(b), the ZZ-AFM and FM or-
ders are nearly degenerate in α-RuCl3. However, defects may
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FIG. 4. Unfolded-band structures and PDOS of the ZZ-AFM phase: (a) Pristine structure, (b) Ru vacancy (VRu), (c) Type A Cl vacancy, (d)
Type B Cl vacancy. We use red color to highlight the impurity bands in band structures. The green lines and pink lines represent the PDOS of
Ru atoms and Cl atoms, respectively. The PDOS of impurity states is circled with dotted rectangles and magnified. The zero energy is set to be
the highest occupied state. Figures (e) and (f) show top views of the atomic structures of the type A defect and the type B defect, respectively.
The blue and red colors represent the spin-up and spin-down Ru atoms.

break this degeneracy and change the magnetic ground order.
Motivated by this idea, we have calculated the total energy of
monolayer α-RuCl3 with point defects as listed in Fig. 2. The
magnetic ground state of defect structures is indeed changed.
Figure 3(b) shows the relative energy difference between the
FM and ZZ-AFM states in a (2 × 3) supercell for different
defects. Cl vacancies (VCl) prefer the ZZ-AFM phase while
Ru vacancies (VRu) prefer the FM phase. For those antisite
cases, RuCl defects favor the ZZ-AFM state while ClRu defects
favor the FM configuration. For adatom defects, the system
always favors the ZZ-AFM configuration.

The above energy differences depend on the simulated
defect density. One defect in a 2 × 3 supercell corresponds
to a high defect density (∼2.5 × 1013 cm−2). To date, there
is no quantitative experimental result of the point defect
density in α-RuCl3. The typical defect density is around
1012 cm−2 in chemical vapor deposition-grown transition
metal dichalcogenides (TMDs) [41,42]. Because our studied
defect structures are insulators (discussed in Sec. V), the

spin exchange coupling is the dominant factor in determining
the magnetic ground states. In Sec. III of the Supplemental
Material [30], we present the values of the spin exchange
couplings. The strength of the exchange coupling decreases
rapidly as the distance increases (the decay length is 1.67 Å).
If the distance is greater than three Ru-Ru bond lengths, the
coupling strength is about two orders of magnitude smaller
than the nearest-neighboring coupling. This indicates that the
spin exchange coupling is short-range, which is consistent
with the results obtained using larger 3 × 3 supercells (as
discussed in Sec. IV of the Supplemental Material [30]). As
a result, high-density (∼1013 cm−2) defects can decide the
global magnetic order. For low-density (less than 1012 cm−2)
defects, the average distance between defects is more than 10
nm, which is much larger than the decay length of spin ex-
change coupling. In this situation, the overall magnetic order
will revert to the intrinsic ones while point defects will merely
exhibit local magnetic configurations around defects. Finally,
as a quenched disorder, defects may hinder the observation of
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QSL states. [18], [25] Thus, experimental efforts shall try to
purify RuCl3 to search for QSL.

We also study magnetic properties near the vacancies. As
stated before, the magnetic moments are along the out-of-
plane direction in the pristine structure. Point vacancies can
change the magnetic moment and induce in-plane magnetic
moments on Ru atoms around vacancies. The detailed mag-
netic moment distributions are depicted in Sec. V of the
Supplemental Material [30].

Finally, as shown in Fig. 3(a), the defect type and den-
sity can be tuned by the chemical potential during growth.
Therefore, it is possible to control magnetic orders via defect
engineering. For example, Cl-poor conditions (Cl chemical
potential less than 0.79 eV), can help to form Cl point
vacancies and enhance the ZZ-AFM configuration. Cl-rich
conditions (Cl chemical potential larger than 0.79 eV) can
support the formation of Ru point vacancies and may prefer
the FM ordering.

V. ELECTRONIC STRUCTURES OF POINT
DEFECT STATES

We begin with the electronic band structures of pris-
tine monolayer ZZ-AFM α-RuCl3, which are presented in
Fig. 4(a). The DFT + U band gap is around 1 eV. The band
edges are very flat due to the significant d-orbital component
from Ru atoms, as shown in the projected density of states
(PDOS). We also notice that the absolute energies of the con-
duction band minimum (CBM) and valence band maximum
(VBM) are significantly lower than many other 2D materials.
For example, the DFT-calculated CBM of most TMDS is
around −3 to −4 eV, [43,44], and the Fermi level of graphene
is around −4.6 eV. However, the CBM of monolayer α-
RuCl3 is around −5.5 eV. This deep work function is in good
agreement with the observations of strong charge transfer and
electron doping in thin-film RuCl3/graphene heterostructures
[15,45–49].

Next, we work on the electronic structures with point de-
fects included. To better illustrate the impact of point defects,
we have utilized the band-unfolding method to convert the
band structures of supercells containing point defects into
the first Brillouin zone of the conventional unit cell [50].
This method not only facilitates the identification of impurity
energy levels but also serves as a reference for angle-resolved
photoemission spectroscopy measurements. By comparing
the unfolded-band structures with the pristine band structures,
we can determine the impurity energy levels, whose intensity
is proportional to the defect density in the samples. Since point
vacancies are the most stable defects as shown in Fig. 3(a),
the following discussion will be confined to the Ru and Cl
point vacancies. For all defects, the system stays insulating.
Figure 4(b) presents the result of Ru vacancies. Many unoc-
cupied defect levels emerge close to the CBM, and they are
mainly from the Ru orbitals. The band gap is reduced from
the intrinsic value of 1 eV to around 0.62 eV.

The situation of Cl vacancies is more complicated. The
reason is that, for the ZZ-AFM order, there are two subtly
different positions for Cl vacancies. One is in the zigzag chain
and is named the type A defect. The other is between zigzag
chains and is named the type-B defect. Their atomic structures

FIG. 5. Unfolded-band structures and PDOS of the FM phase.
(a) Pristine structure, (b) Ru vacancy (VRu), and (c) Cl vacancy
(VCl). The red color is used to highlight the impurity bands in band
structures. The green lines and pink lines represent the PDOS of Ru
atoms and Cl atoms, respectively. The PDOS of impurity states is
circled with dotted rectangles and magnified. The zero energy is set
by the highest occupied state.

and the AFM zigzag chains are shown in Figs. 4(e) and 4(f),
respectively. The type A Cl vacancy has slightly lower for-
mation energy (∼40 meV) and is more energetically favored.
However, their energy difference is small, and both types of
Cl vacancies will exist in fabricated samples.

As shown in Fig. 4(c), many in-gap defect levels emerge,
and the band gap is reduced to 0.64 eV for type-A Cl vacancy.
Unlike those of Ru vacancies, these defect states are fully
occupied and are close to the VBM. On the other hand, for
the type-B Cl vacancy, the electronic structure in Fig. 4(d) is
qualitatively different. There is mainly one in-gap occupied
defect level. The band gap is about 0.48 eV, which is smaller
than that of the Type-A Cl vacancy defect. This indicates that
the type-B Cl vacancies may be more visible in photolumines-
cence (PL) measurements because of their smaller band gap.
This provides a unique approach to identify the defect types
in experiment.

We then turn to the FM order. The electronic structure of
the pristine structure is presented in Fig. 5(a). The band gap
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is around 0.75 eV, which is sizably smaller than that of the
ZZ-AFM order. In addition, the conduction band edge of the
FM phase is more dispersive than that of the ZZ-AFM state;
the electron effective mass of the FM phase is around 1.99 me

while that of the ZZ-AFM phase is around 10.92 me. Fi-
nally, because of the small energy difference between FM and
ZZ-AFM phases, an external magnetic field can switch the
ZZ-AFM to the FM phase and further tune the transport and
optical properties. These fundamental electronic quantities of
the pristine structure are summarized in Table S2 of Sec. I of
the Supplemental Material [30], and the effect of SOC on band
structures is shown in Sec. VI of the Supplemental Material
[30].

The electronic structures for FM defect states are shown
in Figs. 5(b) and 5(c) for Ru and Cl vacancies, respectively.
Generally, we observe similar defect levels as those in the
ZZ-AFM order, and the structures maintain insulating. For
example, Ru vacancies generate defect levels close to CBM,
and Cl vacancies generate defect levels close to VBM. The
band gap is reduced to 0.65 and 0.5 eV for the Ru and Cl
vacancies, respectively.

It is worth mentioning that, although DFT is known for un-
derestimating the band gaps of materials, the above-discussed
relative energy differences between different magnetic or-
ders are reliable. For example, the advanced GW calculation
[51–53] shows that, despite the different band structures, the
many-electron self-energy corrections are similar for the de-
fect levels and bulk states in monolayer TMDs, [54] and they
are not sensitive to the FM or AFM orders in monolayer and
multiple-layer CrCl3. [55]

VI. OPTICAL ABSORPTION SPECTRA

Point defects are important in deciding optical responses
of 2D materials, such as TMDs. [56–59] In this section,
we present the single-particle optical absorption spectra to
provide signatures for experimental identifications of defects
in 2D α-RuCl3. Similarly, we focus on the vacancy defects
with the ZZ-AFM and FM orders because of their energetical
stability.

Figure 6(a) shows the optical absorption spectra of pristine
ZZ-AFM monolayer RuCl3. The absorption edge is around
1 eV, which is consistent with the band gap. Importantly,
the spectrum is highly anisotropic; the absorption along the
zigzag direction is stronger than that along the armchair di-
rection. These similar anisotropic optical spectra were also
observed in 2D ZZ-AFM FePS3 [60]. After including defects,
new absorption peaks appear because of those in-gap defect
states. For the Ru vacancies shown in Fig. 6(b), a new peak
shows around 0.7 eV, which is about 300 meV below the bulk
band gap. Its dipole oscillator strength is partially anisotropic.
As shown in the inset, the dipole oscillator strength of the peak
at 0.7 eV is stronger along the zigzag chain direction, and the
ratio between the minimum and maximum is about 0.4.

The different electronic structures of the two AFM Cl
vacancies as shown in Figs. 4(e) and 4(f) induce distinct
optical spectra. In Fig. 6(c), for the type-A Cl vacancy, the
lowest-energy defect peak is around 0.66 eV. However, for
the type-B Cl vacancy, the lowest energy defect peak is sub-
stantially lower (∼0.48 eV) in Fig. 6(d). More importantly,
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FIG. 6. Optical absorption spectra of ZZ-AFM RuCl3: (a) Pris-
tine structure, (b) Ru vacancy (VRu), (c) type A Cl vacancy, and (d)
type B Cl vacancy. Red lines and blue lines represent the polarization
of incident light along the zigzag direction and armchair direction,
respectively. The polarization dependence of the lowest-energy peak
is plotted in the upper-left corner insert. The simulated STM images
of defect structures are shown in the upper-right corner insets. 50-
meV smearing is applied in these spectra.

the polarization is sensitive to the location of Cl vacancies. In
Fig. 6(c), the polarization of the type-A Cl vacancy is roughly
along the zigzag chain but deviated about 30 degrees. We
notice that there are four degenerate positions for type-A Cl
vacancies. The overall polarization will be their superposi-
tions, and the averaged polarization of type-A defects will be
along the zigzag chains. (See Fig. S5 of the Supplemental
Material [30]). In Fig. 6(d), the polarization of the type-B
Cl vacancy is perpendicular to the zigzag chain. Particularly,
the lowest-energy peak of the type-B Cl vacancy is about
180 meV lower than that of the type-A Cl vacancy. Therefore,
the observed PL will be dominated by type-B defects and
exhibit significant anisotropy. This is useful to identify the
defect type, the zigzag AFM order, and its direction.

Then we turn to the FM-order RuCl3. The optical absorp-
tion spectrum of the pristine structure is presented in Fig. 7(a).
The absorption edge starts from around 0.75 eV, which agrees
with the band gap. Unlike the ZZ-AFM case, the optical
absorption spectrum is isotropic concerning the polarization
direction. The optical absorption spectra for Ru and Cl de-
fects are presented in Figs. 7(b) and 7(c), respectively. For
Ru vacancies, a new absorption peak emerges from 0.65 eV,
which is from the transition between VBM to the lowest unoc-
cupied defect level. Importantly, its dipole oscillator strength
is isotropic because of the C3 symmetry. For Cl vacancies, the
lowest peak is at 0.59 eV, which is from the transition between
the highest occupied defect level to CBM. Interestingly, it is
highly anisotropic, and the preferred polarization direction is
roughly along the broken Ru-Cl-Ru bond. It is worth men-
tioning that the anisotropic spectrum in Fig. 7(c) may not
be observed in experiments. Because of the C3 symmetry of
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FIG. 7. Optical absorption spectra of FM RuCl3: (a) pristine structure, (b) Ru vacancy (VRu), and (c) Cl vacancy (VCl). Red lines and blue
lines represent the polarization of incident light along the zigzag direction and armchair direction, respectively. The polarization dependence
of the lowest-energy peak is plotted in the upper-left insert. The simulated STM images of defect structures are shown in the upper-right corner
insets. 50-meV smearing is applied in these spectra.

monolayer α-RuCl3, there are six degenerate bond-breaking
directions (See Fig. S6 of Supplemental Material [30]). In real
samples, the combination of their contributions will result in
an isotropic signal.

We address that the DFT-calculated optical spectra in
Figs. 6 and 7 are based on single-particle inter-band tran-
sitions. It is known that many-electron effects, such as
electron-hole (e - h) interactions or excitonic effects, are sig-
nificant in 2D materials. [61,62] Therefore, the absolute
energy and profile of the optical spectra in Figs. 6 and 7 will
not align with experimental observations. On the other hand,
as shown in previous first-principles simulations, the exciton-
induced energy shifts for defect and bulk transitions are not
significantly different. For example, the e - h binding energy
of the defect level from Se vacancies in monolayer MoSe2 is
about 0.6 eV which is nearly the same as that of the pristine
structure. [54] Therefore, we expect the relative energies of
defect peaks in Figs. 6 and 7 to be qualitatively correct. More
importantly, e - h interactions will not change polarization and
symmetry. For example, the valley polarization dependency of
TMD and the anisotropic spectrum of black phosphorus are
the same for single-particle and two-particle results. [63–66]
In this sense, DFT-predicted polarization properties provide
a convenient way of identifying defect types. Moreover, be-
cause the local field effect is not included in DFT simulations,
we only present the optical absorption spectra for in-plane
polarized light to avoid the depolarization effect.

Finally, scanning tunneling microscopy (STM) is another
powerful tool for studying defects in 2D materials. We have
simulated STM images of Cl vacancies and Ru vacancies
under a −0.7 V bias, which is widely adopted for STM simu-
lations [28], [67]. As depicted in the upper-right corner inserts
of Figs. 6 and 7, the main STM feature is determined by the Ru
atoms (lattice). The Ru vacancies are easily seen as missing
bright spots, while the Cl vacancies are not as significant. The
vacancies will also affect the contrast of nearby Ru atoms.
As shown in Figs. 6(b) and 7(b), the images of nearby Ru
atoms are dimmer than others, which is more significant in
the ZZ-AFM phase than in the FM phase. A similar effect is
also observed for the Cl vacancies in the FM phase [Fig. 7(c)].

However, in the ZZ-AFM phase, the Cl vacancies make the
images of nearby Ru atoms brighter than others [Fig. 6(c) and
6(d)].

VII. OXYGEN POINT DEFECTS

We expand our point defect discussion to oxygen impuri-
ties, which are important in 2D materials because they can
form complicated defect structures and result in degradation.
[68] Since the compound RuOCl2 is known to exist, [69] we
focus on the oxygen substitutional point defect, OCl, where
an O atom takes the place of a Cl atom. The atomic structure
of OCl is presented in Fig. 8(a). Based on DFT calculations,
we find the system highly prefers oxygen adsorption on Cl
vacancies because the energy gain is about 2.7 eV.

We have calculated the magnetic order, electronic struc-
ture, and optical absorption of the OCl vacancy. We find
that, after the Cl vacancy adsorbs an O atom, the system
still prefers the ZZ-AFM order, and the energy difference
between ZZ-AFM and FM is increased to be about 0.14
meV/f.u. for a 2 × 3 supercell (∼ density of 2.5 × 1013 cm−2).
This energy gain is smaller than that of a single Cl vacancy
(∼0.38 meV/f.u.) but larger than that of the pristine struc-
ture (∼0.03 meV/f.u.), indicating that oxygen substitutional
defects enhance the ZZ-AFM ground state. Since the O atom
can absorb two types of Cl vacancies in the ZZ-AFM struc-
ture, we correspondingly denote the OCl defects as type A
and type B. The band structures and PDOS are presented in
Figs. 8(b)–8(d) for the FM and two types of ZZ-AFM orders.
Generally, we observe in-gap defect levels which are fully
occupied and are close to VBM. Different from Cl vacancies,
there are fewer defect levels in the case of OCl. Moreover,
PDOS shows that most of the impurity states are from Ru
atoms, and the contributions of Cl atoms and the O atom are
minor.

The optical absorption spectra are substantially different
from those of Cl vacancies. We first focus on the FM phase. As
shown in Fig. 8(e), the optical absorption spectrum is similar
to the intrinsic one with slight anisotropy. This indicates that
the optical transition between the in-gap occupied defect level
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FIG. 8. (a) Top view of OCl defect atomic structure, in which an O atom takes the place of a Cl atom. (b) Unfolded-band structures and
PDOS of FM RuCl3 with an OCl defect. (c) and (d) those of type A and type B OCl defects in the ZZ-AFM phase. We use the red color to
highlight the impurity bands in band structures. The green lines and pink lines represent the PDOS of Ru atoms and Cl atoms, respectively. The
PDOS of impurity states is circled with dotted rectangles and magnified in the inset, where the red lines represent the PDOS of the absorbed O
atom. The zero energy is set to be the highest occupied state. (e) Optical absorption spectra of FM RuCl3 with OCl defects. (f) and (g) Those
of type A and Type B defects in ZZ-AFM RuCl3. 50-meV smearing is applied in these spectra.

and CBM is relatively dark. In the ZZ-AFM phase, for the
type-A defect, Fig. 8(f) shows that the optical spectrum is
nearly the same as that of the pristine structure. There is
no visible defect peak because the optical transition from
the occupied defect level to CBM is dark. For the type B
defect, an isotropic defect peak is observed in Fig. 8(g). It is
strongest along the perpendicular direction of the zigzag chain
although the intensity of this side peak is weaker than that of
Cl vacancies. Because of the lower energy of the defect peak
in Fig. 8(g), the PL measurement of OCl structures will be

dominated by the type-B defects and exhibit the anisotropic
character.

VIII. CONCLUSION AND SUMMARY

In this study, we investigated point defects in 2D α-RuCl3,
a promising material for realizing Kitaev quantum spin liq-
uids. Using first-principles simulations, we found that Cl and
Ru vacancies are the most energetically stable point defects,
which can influence the material’s magnetic order. This sheds
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light on the complex magnetic phases observed in α-RuCl3

and demonstrates the potential of defect engineering for con-
trolling magnetism. Furthermore, we calculated the electronic
structures and optical absorption spectra of defect states. The
symmetry of the optical responses associated with defects
can be used to distinguish different point defect types and
magnetic orders. Finally, we expanded our investigation to
include oxygen point defects, which were found to be highly
energetically favorable and mainly contribute to optically dark
states.
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