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Simulating high-entropy alloys at finite temperatures: An uncertainty-based approach
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A general method is presented for modeling high-entropy alloys as ensembles of randomly sampled, ordered
configurations on a given lattice. Statistical mechanics is applied post hoc to derive the ensemble properties as
a function of composition and temperature, including the free energy of mixing and local structure. Random
sampling is employed to address the high computational costs needed to model alloys with a large number of
components. Doing so also provides rigorous convergence criteria, including the quantification of noise due
to random sampling, and an estimation of the number of additional samples required to lower this noise to
the desired levels. Binary to five-component alloys of the group-IV chalcogenides are used as case examples,
for which the predicted miscibility shows excellent agreement with experiment. This method is well-suited for
calculating the configurational thermodynamics, local structure, and ensemble properties of complex alloys, and
it is attractive for materials with temperature-dependent, short-range order.
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I. INTRODUCTION

From a materials design perspective, alloying provides a
continuous composition space over which multiple conflicting
properties can be simultaneously optimized. This flexibility
has allowed for semiconducting alloys to have a wide variety
of applications, including use in LEDs, solar cells, batteries,
and thermoelectric generators [1-4]. Increasingly, this desire
for multiproperty optimization encourages the exploration of
high-entropy alloys [5]. The complexity of these chemical
spaces necessitates computational guidance with respect to
alloy stability, local and long-range structure, and material
properties. For alloys with fewer components, ab initio meth-
ods such as special quasirandom structures, cluster expansion,
and the independent cell approximation are effective in guid-
ing experimental efforts [6-9]. Each of these approaches faces
significant challenges when moving to higher dimensions; this
work presents how the independent cell approximation can be
modified to efficiently explore high-dimensional alloys.

The special quasirandom structure (SQS) approach uses a
single supercell whose atomic arrangement is optimized to
emulate a fully disordered (random) alloy structure within the
constraints of periodic boundary conditions [6]. Alloying on
both sublattices of an ionic system can result in short-range
order due to the diversity of constituent atom sizes and in-
teractions; as such, the complete disorder approximation of
SQS overestimates the enthalpy of mixing [1,10]. Further, no
information on entropy is provided—the analytic approach as-
sociated with SQS overestimates entropy by assuming a fully
random alloy [5], disregarding any possibility for correlated
disorder or short-range order [11,12].
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Despite these stability challenges, the use of a single
supercell allows for the full suite of plane-wave based
DFT methods to predict material properties. However, the
extremely large supercells required for complex alloys
quickly become computationally costly since DFT scales
with the number of atoms as O(N?3).

Unlike SQS, cluster expansion (CE) does not assume com-
plete disorder; instead, a model Hamiltonian is fit with a series
of total-energy calculations on a number of small supercells of
varying configurations and compositions. An accurate model
Hamiltonian is a powerful tool—with it, the calculation of
arbitrarily large supercells of varying configurations becomes
almost effortless. Coupled with Monte Carlo, a model Hamil-
tonian can be used to predict the order-disorder behavior
across the modeled alloy composition space, all as a function
of synthesis-temperature [13—17]. This is particularly useful
for studying systems with short-range order. Still, the number
of interaction parameters required to fit a cluster expansion
grows with the number of alloyed elements, necessitating
more calculations. The large number of calculations makes
the method costly—and even prohibitive—for high-entropy
spaces. Furthermore, the model Hamiltonian does not provide
predictions on the overall structure of the alloy. In the field of
semiconducting alloys, the extended strain fields and distor-
tions arising from alloying are important for the ways in which
they affect transport properties and band dispersions [18-21].

Within the independent cell approximation (ICA),
the material is modeled as an ensemble of ordered
configurational states, as illustrated in Fig. 1 [8,9,22].
Specifically, calculations are first run on multiple supercells
of varying configurations at or near a single composition. The
probability of each configurational state is then calculated
using statistical mechanics. Finally, the material properties
are calculated by taking the weighted average over the
configurations. In contrast to CE, no model Hamiltonian is
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FIG. 1. Alloys are represented as an ensemble of configurational
states within the independent cell approximation. Post hoc applica-
tion of statistical mechanics then predicts the alloy’s local structure,
thermodynamic stability, and material properties.

fit; the ensemble properties are derived directly from the cells
within the ensemble. By avoiding the rigid lattice assumed
by CE, the resulting ensemble averages can describe local
structural distortions arising from disorder (e.g., deviations
in bond lengths, bond angles, and local volumes). The ICA
has been successfully used in a variety of applications:
alloying [8,22-25], composition disorder [9], spin disorder
[26,27], metastable polymorphs [28-30], and glasses [31,32].
Furthermore, a broad range of ensemble properties have been
calculated using the ICA. These include structure-based prop-
erties like x-ray diffraction patterns and radial distribution
functions [31], mechanical properties [24], magnetic structure
[27], thermomechanical properties [33], and phonons [34].

In the context of alloys, there has been considerable di-
versity in how ICA is implemented. Key differences have
involved supercell size, sampling of the configurational space,
and the treatment of configurational entropy. An early exam-
ple of ICA by Jiang et al. sought to replicate large SQS of in-
verse spinels with relatively few smaller supercells; the contri-
butions of these supercells were weighed such that the correla-
tion function of the ensemble resembled a fully random alloy
[8]. Using just two 28-atom supercells was sufficient to deter-
mine an ensemble energy that agreed with both a 168-atom
SQS and a cluster expansion (with a cross-validation error of
3.4 meV /formula unit). By focusing on matching a large SQS
cell, this embodiment of ICA is not able to interrogate the
temperature dependence of local structure and properties.

In addition to reproducing SQS results, ICA also has the
capability of measuring configurational entropy. Leder et al.
fit various ICA configurations to a cluster expansion in or-
der to estimate the solubility as a function of temperature
[23]; however, cluster expansion in high-entropy spaces is
computationally expensive. Sarker et al. developed an ap-
proximation for the configurational entropy that directly uses
ICA results, termed the “entropy forming ability” (EFA). This
metric is based on the spread of the supercell energies. In
this work, the metric is applied to 56 high-entropy carbides
(V02 W02X02Y02Zo2C); experimental formation of homoge-
neous alloys was found to correlate with EFA magnitude,
regardless of the enthalpy of mixing. As these carbides all
have the same configurational entropy in the high-temperature
limit, this work highlights the importance of considering the
configurational entropy at finite temperatures.

This paper addresses opportunities for improving the ICA,
with a focus on (i) quantitatively determining configurational

entropy, and thus the free-energy convex hull; (ii) accu-
rately modeling local structural distortions; and (iii) exploring
high-dimensional chemical spaces. In all cases, this is made
computationally tractable by randomly sampling a portion
of the configurational space, thus allowing for the use of
larger, more disordered supercells within a first-principles
framework.

First, PbSe( sTegs and PbSg sTeg s are used as a way of
illustrating the methodology. These compositions are chosen
because they have sufficiently few configurations. Therefore,
ensemble statistics can be derived from completely sampling
all possible configurations for a given supercell size. Conver-
gence tests are then run to determine the necessary supercell
size and number of configurations needed to capture the
configurational thermodynamics and local structure of these
IV-VI alloys. With complete sampling as a benchmark, ran-
dom sampling is then conducted on the same systems with
far less computational cost and little added uncertainty. The
uncertainty due to random sampling is then derived by us-
ing the central limit theorem [35,36] in order to quantify
the robustness of the result. With a rational approach to
random sampling in hand, this example is extended to the
pseudoternary, PbS,Se,Te|_,_,. The temperature-dependent
phase diagram is calculated and matches well with experi-
ment. Finally, the computational tractability of this method in
high-entropy spaces is illustrated through the exploration of
the quintary, (Pb;_,Ge,)(Te,Se.Si_,_.).

II. METHODS

An overview of the presented method is shown in Fig. 2.
First, the initial conditions are established. Alloy configu-
rations are then randomly sampled from the set of total
configurations. Total-energy calculations are run on the con-
figurations, plus the additional calculations that are needed
to compute the properties of interest. Then, the temperature-
dependent probabilities of these configurations are determined
using statistical mechanics. The ensemble properties are de-
rived from the probabilities of the configurations and their
properties. For the property of interest, the uncertainty in the
prediction is estimated using the central limit theorem. If the
uncertainty is above the specified convergence criteria, the
central limit theorem is used to determine the number of ad-
ditional configurations that are needed. Finally, these calcula-
tions are conducted, and the ensemble property is reevaluated.

A. Configuration sampling

As referenced in the first panel of Fig. 2, the desired com-
position, structure-type, supercell size, and number of initial
configurations are specified. The convergence property and
criteria need to be specified as well, but we will discuss this in
Sec. IIC. For a given supercell size, a number of symmetry-
inequivalent supercells are constructed. This is done by using
the algorithm developed by Hart and Forcade [37], which
produces hermite normal form transformation matrices that
correspond to symmetry-inequivalent supercells. A complete
list of possible decorations is then built for each supercell.
Here, a configuration is defined as the pairing of a supercell
and a decoration. The size of the complete set of configura-
tions is simply the product of the number of supercells and
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FIG. 2. The methodology developed herein begins with specifying the initial conditions; random configurations are then generated within
those constraints. The AH,;; and the temperature-dependent probability of each configuration are calculated. The properties of interest are
then determined using ensemble averaging. Additionally, A Gy is calculated to determine stability with respect to the free-energy convex hull.
The central limit theorem is then applied to estimate the uncertainty in the predictions (0% ) and the number of new configurations that may be
needed to further reduce the uncertainty below the convergence criteria, 0.

decorations. A randomly chosen configuration is one that is
sampled from this set.

All transformation matrices used provide symmetry-
inequivalent supercells, but once decorations are applied,
some configurations will be symmetrically equivalent. Both
translational and rotationally symmetric configurations are
included in the ensemble. They are interpreted to be degen-
erate, and thus should be counted within the ensemble, as is
done elsewhere [22]. Finally, the chosen configurations are
subjected to full structural relaxations, which was done using
VASP [38]. The generation of configurations was executed in
Python using the PYLADA software [39]. The numerical ap-
proaches used in this work are described in detail in Sec. II D.

B. Probability distribution and ensemble properties

The first step is to calculate the partition function, Z:
n
Z=Y e tihT, (1
i

where i is the configuration index, n is the total number of
configurations sampled, E; is the total energy per formula unit
of a given configuration, kp is Boltzmann’s constant, and 7 is
the absolute temperature. The ensemble probability of the ith
configuration, P;, is
o—EilksT

b=— @
Mlustrated in Fig. 3 are the ensemble probabilities of 50
configurations of PbSe( sTe( 5. The probability of the ground-
state configuration approaches unity as temperature decreases,
while in the high-temperature limit, the probability of each
configuration asymptotes to n~!. Generally, the ensemble
average of a property, X,, is given by taking the weighted
average over n configurations,

X =) PX. (©)
Depending on the property, ensemble averaging may require

more nuanced averaging—for example, the ensemble radial
distribution function in [31].

Importantly, when the entropy or free energy of mixing are
mentioned, they refer to the configurational free energy and
entropy. Vibrational degrees of freedom are not considered
here. As Esters et al. show, vibrational entropy should be
considered when the parent compounds have different nearest-
neighbor environments from the resulting alloy [34]. This is
not the case in our work, since we consider rocksalt alloys
and parent compounds that are either rocksalt or distorted ver-
sions of rocksalt. The exclusion of the vibrational degrees of
freedom may affect the accuracy of the mixing temperatures.

The configurational free energy of mixing, AGnix, can be
calculated from the partition function in a standard way:

K
AGmix = —kgT In(Z) — Zijj. 4)
J

This value will need to be adjusted once the ASx correc-
tion is applied. In this work, we will be referring to pure
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FIG. 3. Within a given ensemble, the variation in AH,,x; leads
to significant temperature evolution of the probability for each con-
figuration. In the high-temperature limit, the probabilities converge
to n~!. Here, an ensemble of 50 PbSejsTeps configurations is
considered, with each configuration represented by a line colored
by its AHmix,i-
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constituents that make up the alloy as parent compounds,
but the framework presented here would also apply if only
elements were being alloyed. Here, j counts over parent
compounds of the alloy, x; is the fraction of the alloy made
up by that parent, and E; is the total energy of the parent.
Finally, K is the number of parents that comprise the alloy.
The enthalpy of mixing, A Hpjx ;, for configuration i is defined
in the following equation:

K
AHyix.i = (E;+ pV;) = Y x;(Ej + pV;). )
j

Here, p is the pressure and V; and V; are the volumes per
formula unit. All results presented here correspond to the low-
pressure (p ~ 0) case for which internal energy and enthalpy
are equal, as are the Helmholtz and Gibbs free energies. The
formalism can easily be extended to elevated pressures by
computing the equations of state, E(V), for both the randomly
sampled configuration and their parent compounds.

AHpix for the ensemble is then defined by ensemble aver-
aging over all AHpy ;. Next, the entropy of mixing, Spix, can
be calculated from the ensemble-averaged enthalpy of mixing
AHpix and the free energy of mixing:

AI_Imix T)— AGmix T
( )T ( ). ©)

AShixs AGnix, and to a lesser extent AHpix are dependent
on the number of configurations sampled. Random sampling
approximates well the distribution of energies, and hence,
its ensemble average. Thus, AHpix will remain relatively
constant after convergence with respect to the number of
configurations has been achieved. However, ASpx, and con-
sequently AGnix, Will change because the partition function
increases monotonically with the number of configurations.

To remove the dependency of ASpix on the number of
randomly sampled configurations, a scaling factor is applied
to ASmix so that it always asymptotes to the configurational
entropy in the high-temperature limit, which is analytically
known. This value, which we will call AS,, can be calculated
using the standard formula for the configurational entropy of
fully random alloys:

ASs = —kg Yy _xIn(x;), )

ASuix(T) =

where i is a parent compound of the alloy and x; is its alloy
fraction. A scaling factor, d, is defined as
L =d (8)
ASiix(T — 00)
In this work, 7 = 2000 K is sufficiently high such that the
entropy has asymptoted. This temperature was chosen based
on the inspection of the systems present in this paper, but it
may need to be reconsidered for other systems. The scaling
factor is then applied to the entire ASpix curve. From there,
the free energy of mixing can then be recalculated using this
scaled final entropy of mixing.

C. Central limit theorem and supercell size

When faced with an overwhelmingly large configurational
space, random sampling is one approach to render the number

of calculations tractable. Random sampling can be viewed as
an acceptable approximation under the following condition.
For a property of interest, X, the ensemble average derived
from n randomly sampled configurations, X;,, is in agreement
with the ensemble average of the total distribution of configu-
rations, X (i.e., X;, & Xiot). In practice, however, X, will not
be available. Therefore, an alternative method for verifying
random sampling is required.

The central limit theorem (CLT) offers one such path
[35,36]. The CLT states that if the above random sampling
procedure were repeated infinitely many times, the resulting
distribution of X,, values would have three main characteris-
tics. It would be (i) approximately a Gaussian distribution that
is (ii) centered around the true mean, X, and (iii) the dis-
tribution would have a standard deviation of oy ,. Critically,
ox, 1s the uncertainty in our X, prediction due to random
sampling. Evaluating oy, will be crucial for justifying the
random sampling implemented in this work.

The CLT allows us to do this; in the limit as n — oo, the
CLT states

oo — OX tot
X.n — \/— .
' n

For finite n, Eq. (9) is an approximation. However, the left
side of Eq. (9) asymptotes to the right side for fairly small n.
Often, an n of 30 is deemed sufficient such that Eq. (9) holds
[40,41]. As will be shown in Fig. 4, our numerical simulations
for the systems in this work are in general agreement; we
illustrate that using n > 20 results in X distributions that are
approximately Gaussian with standard deviations that agree
with Eq. (9).

We will now be moving on to the second approximation
within the CLT. Given a particular ensemble of n randomly
chosen configurations, where property X has been calculated
for each configuration, the resulting distribution of X values
has a standard deviation of oy ,. When # is sufficiently large,
the following approximation can be made:

€))

Ox,n =~ OX tot- (10)

ox , 1S approximately equal to oy iy, as will be shown in
Sec. III. In this way, the uncertainty of X can be estimated
from one sufficiently large ensemble of configurations.

In practice, a modestly large ensemble of initial size n, is
built and the above approximation is made. If the uncertainty
in X is larger than desired, one can rearrange Eq. (9) using the
desired oy , and oy ,, to estimate the additional calculations
needed to achieve the desired uncertainty. After the additional
calculations are completed, one can reassess the uncertainty
using Eq. (9). Overall, the described approach efficiently es-
tablishes X within the desired uncertainty, while keeping the
number of calculations to a minimum.

In applying the CLT to the independent cell approximation,
we will need to determine an appropriate n, that is sufficiently
large to estimate oy While remaining computationally
efficient. In practice, one needs to perform a proper conver-
gence test to find a suitable n,. In our work, we determine
the appropriate n, in a different way by using an exhaustive
enumeration of all configurations, which is done to illustrate
the methodology and compare our findings with exact results.
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FIG. 4. To illustrate the CLT, we start with the composition PbSeq sTeg s and highlight in (a) that the distribution of AH, values for any
given n forms a Gaussian centered around the true value, AH,. The standard deviation of each Gaussian, o,z ,, decreases with increasing n.
Each Gaussian arises from calculating AH, of 10000 ensembles. Each point in (b) is determined by taking the standard deviation in AH from
10000 ensembles, including the Gaussians in (a). In (b), this decrease in 0, can be modeled using the central limit theorem (black line). By
simply knowing the ensemble size and o'az o1, Oag,, can be determined. The procedure is repeated for PbS, sTe 5 to illustrate the importance
of chemical composition. Since oy o is larger, PbS, 5Teg s requires more configurations to reach the same level of uncertainty.

A significant portion of Sec. III will be centered around
the thermodynamics of mixing. We therefore chose to illus-
trate CLT with AH,x. Here we use the high-temperature
limit of AHpix [AHmix(T — 00) = AH], such that AH is the
simple average of AHp;y ; across all sampled configurations.
We use the AHpx; of all ~37000 24-atom configurations
of PbSe( 5Teg 5 to make our total distribution. From the total
distribution, 10000 different ensembles of n configurations
are randomly generated and the corresponding 10000 AH,
values are calculated. Furthermore, as shown in Eq. (9), the
standard deviation in the distribution of the 10000 AH,,
Oaf > changes as a function of n. To illustrate this effect, we
performed the above procedure, building 10000 ensembles
for various n, ranging from 20 to 300. Although we use the
high-temperature limit for simplicity of illustration, the CLT
can be applied for any temperature; the standard deviation
must reflect that not all configurations have equal probabil-
ities. As spoken about in Sec. IV, doing so requires further
caution around sampling.

Figure 4(a) shows the associated distributions of AH,
values for various n. All of the distributions form an approxi-
mate Gaussian, as expected from the CLT. If the number of
ensembles were infinite instead of 10000, the distributions
would truly be Gaussians. As n increases from 20 samples per
ensemble to 300, it is apparent that o5z, decreases. In other
words, if one were to randomly sample 20 configurations of
PbSe(sTey s, there is a large range of probable AH, values
that could occur, while sampling 200 configurations would
significantly narrow this range.

Figure 4(b) further illustrates how the size of n reduces
uncertainty in the calculation of AH,. The standard deviation
of each Gaussian, op ,, in panel a is plotted, as well as for
many other n that were not shown in panel a. For comparison,
the same procedure was repeated for PbSy 5Te 5, which has a
larger oap 1ot The two lines plotted in Fig. 4(b) are generated
from Eq. (9).

Composition affects uncertainty as well. The uncertainty in
AH is smaller for PbSe sTeq 5 than PbSq 5Tey 5, reflecting the
wider distribution of configurations in the latter. For a given
uncertainty criteria, PbSy sTeg s requires more samples. How-
ever, for AH in the studied systems, the uncertainty is kept
below 3 meV/f.u. across the entire composition space using
just 50-55 configurations. We employ the CLT throughout the
work. In Fig. 6, we will return to the CLT and illustrate that
0, R Oy 1S a reasonable approximation to make within the
context of our method.

Supercell size. Using a sufficiently large supercell size is
crucial for calculating the ensemble properties of an alloy.
The ensemble statistics can widely vary depending on the
supercell size chosen, as will be shown in Fig. 7. The follow-
ing procedure was adopted for determining the appropriate
supercell size. First, evaluate the properties of interest using
an SQS for the specified structure type and composition. It
is important to make sure the SQS is properly sized as well.
Second, for the same composition and structure type, run a
series of randomly sampled configurations. Using the CLT,
iteratively add samples until the high-temperature ensemble-
average result is sufficiently converged. This high-temperature
ensemble average should match up well with SQS. If it does
not, then repeat the same procedure with configurations of
a larger supercell size until the high-temperature ensemble
average and the SQS values are within the needed uncertainty.

D. Computational details

Structural relaxations and total energy calculations are con-
ducted within VASP [38], using the PBE functional [42] within
the projector-augmented wave method [43]. All structural de-
grees of freedom were allowed to be optimized within the
structural relaxation (i.e., volume, cell shape, atom positions).
A plane-wave cutoff of 340 eV and a y-centered k-point
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mesh are used such that the energy is converged to within
3 meV/atom.

We use the AFLOW-POCC method [22] for conducting
complete sampling for PbSeq sTeg s and PbSy sTeg s. The SQS
structure was generated using Monte Carlo SQS (MCSQS)
within the ATAT framework [44]. Clusters were randomized
up to the sixth nearest neighbors for pairwise interactions,
and first nearest neighbors for threewise interactions. The bulk
modulus was calculated by fitting the Birch-Murnaghan equa-
tion of state. For a given structure, this involved generating
multiple volumes near the minimum volume of the struc-
ture and calculating the energy of those volumetrically scaled
structures. The equation of state was then fit from those total
energy calculations [45,46]. The ensemble bulk modulus was
calculated by taking the Reuss average over all configurations.
The Reuss average was used since it assumes that all con-
figurations are under equivalent stress [47]. For PbSe( sTeg s,
the bulk modulus was calculated for all configurations with
supercell sizes up to 20 atoms. For 24-atom supercells, the
bulk modulus was calculated for 200 randomly sampled
configurations instead of all 1107 nondegenerate configura-
tions in order to keep the test computationally affordable.

Determining the coordination number of an atom inher-
ently requires making a somewhat arbitrary decision about
what atoms are considered to be nearest neighbors. Our
method is the following: for a given atom, we find the closest
neighboring atom, set that as our base bond length, and only
include other atoms into the first shell of coordination if their
distance from the central atom is within 20% of the base
bond length. We find that a tolerance of 20% helps to capture
distorted bonding environments while excluding the second
coordination shell.

III. RESULTS

We will be working through multiple case examples to
validate this method and illustrate its various applications. To
start, we will study a single composition, PbSeq 5Teq 5, before
moving on to the complete PbSe;_,Te, pseudobinary where
we will derive the free energy of mixing across the compo-
sition space, all as a function of temperature. Subsequently,
the Pb-chalcogenide pseudoternary (PbS;_,_,Se,Te,) will be
explored to show broader trends and the use of the free-energy
convex hull as it compares to experiment. Finally, a high-
entropy system, (Pb;_,Ge,)(Te,Se;S;_,_;), will be studied.

A. Pbseo.sTeo.s

For the single composition PbSe 5Teg 5, we will be focus-
ing primarily on the thermodynamics of mixing. To show that
the results are sufficiently converged with respect to random
sampling, the CLT will be used. We take this opportunity
to illustrate the main assumptions of the CLT within the
context of this method. Next, the supercell size necessary to
capture accurately the thermodynamics of mixing needs to be
determined; we thus calculate the high-temperature ensemble
averages for varying supercell sizes and compare them to the
SQS value. Finally, we briefly illustrate the dependence of
ensemble supercell size on the bulk modulus. This is done to
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FIG. 5. The distribution of AHy; is shown in the left panel,
made from an ensemble of 50 PbSe,sTeos configurations. AHs
denotes the average AHyix ;, and AH,y;, shows the ground-state con-
figuration. In the right panel, the ensemble AH,,;, gradually moves
towards AHs, as the temperature increases. The entropic contribu-
tions (7' ASpix) and the resulting free energy AGpx are also shown.
For temperatures at which AG,,y is below zero, the alloy is stable
against decomposition to its parent compounds (i.e., PbSe and PbTe).

illustrate the importance of moving to larger supercells when
considering ensemble properties beyond thermodynamics.

1. Thermodynamics of mixing

The thermodynamics of mixing for PbSe( sTeys was cal-
culated according to the equations in Sec. IIB. In Fig. 5,
the thermodynamic density of states (TDOS) in the left
panel shows the distribution of states resulting from 50
randomly sampled configurations. The resulting ensemble
AHpix, ASmix, and AGpix are shown in the right panel. At
0 K, AH,,x is equal to the ground-state configuration at that
composition. As the synthesis temperature increases, AHpy;x
rises towards the high-temperature limit (AHyx = AHsg).
The ASnix rises across this temperature range as the sampling
of higher-energy configurations increases. At 600 K, the en-
tropy is 80% of the high-temperature limit and reaches 90%
by 1000 K. The AGpix becomes negative at ~540 K, and
thus will not decompose into its parent compounds after that
temperature. However, a negative AGy,ix does not necessarily
imply that the composition will be stable. Later sections will
show the importance of using the free-energy convex hull in
determining stability.

2. Determining sufficient n, for CLT

As stated in Sec. II, a convergence test must be conducted
in order to show that the number of randomly sampled con-
figurations in the initial ensemble, n,, is sufficiently large to
satisfy Eq. (10). Here, we run a more advanced convergence
test by assembling statistics on oag, , values on 10 000 unique
ensembles of PbSeq 5Tey s and PbSy sTeg 5.

Figure 6 assesses how &ap, changes with increasing
ensemble size and compares this result to oagy o, derived
from all configurations within the complete distribution. As n
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FIG. 6. Given the complete ensemble, there is a standard de-
viation in the values of AH.ix (0y.t) denoted by the horizontal
gray dashed lines. With increasing ensemble size, the mean standard
deviation &y, rapidly approaches oy .. However, the oy, of a
single ensemble shows greater variation as denoted by the error bars,
corresponding to =+ one standard deviation from the mean. The small
variation from oy o, highlights the accuracy of the approximation of
Eq. (10). The larger variation in oy, for PbSysTeys arises from a
broader distribution of AH;x values in the complete ensemble.

increases, Gan., quickly asymptotes to oap 1or. The error bars
represent one standard deviation from &4y ,,. Further, the error
bars shrink, corresponding to a decrease in the uncertainty
of oan, for a given ensemble. For n of 50 configurations
and above, the uncertainty in the estimates of oag o is fairly
small. As the uncertainty decays, we can increasingly justify
the assumption of Eq. (10). To actually assess the uncertainty
contribution from making the approximation in Eq. (10), the
error bars in Fig. 6 can be divided by ./n. For instance,
consider an n = 50 ensemble of PbS; 5Tegs. On average, the
og.so value is 7+ 1 meV /atom. Calculating the uncertainty
in AH using Eqs. (9) and (10) results in 0,550 = 1.0 £0.2
meV /atom In this particular instance, we are focused on deter-
mining the uncertainty in 055 50, DOt its actual value. Having
an uncertainty in o5z 50 of 0.2 meV /atom due to Eq. (10) is
insignificant and well within the typical noise of thermody-
namic calculations using DFT. We thus conclude that, for our
system and property of interest, an initial ensemble size of 50
is sufficiently large such that oy, ~ oy 1o In the remainder
of the results, we will adopt an n, of 50 as a starting point
for estimating o ,, . For a further test comparing the AGnix
for complete and random sampling, please see Fig. 2 of the
Supplemental Material [48]. As detailed in Sec. II, additional
configurations can then be added to the ensemble until g ,, is
within the desired uncertainty.

3. Supercell size convergence

To disentangle the effects of random sampling from su-
percell size dependence, we ran our convergence tests by
sampling all possible configurations from 4- to 24-atom super-

cells. For convergence of AGx with respect to the supercell
size, please see Fig. 1 of the Supplemental Material [48].
The results were also compared to a large (128-atom) SQS of
the same composition. Since the SQS represents the ensem-
ble in the high-temperature limit, the SQS energy should be
equivalent to the mean energy of the thermodynamic density
of states, AH. There is always some variability between SQS
cells. For the AH,,x and B, we find there is sufficiently low
variability to use a single 128-atom SQS as a benchmark for
convergence; see Fig. 3 of the Supplemental Material for the
supporting test [48].

In Fig. 7, AH begins to converge with the SQS-128 re-
sult by 12 atoms per cell, with the difference decreasing to
below 3 meV/atom. However, the distribution of energies
does not converge until 20-24 atoms; here complete sampling
involves 200 and 1107 unique configurations, respectively.
This convergence can be seen in the thermodynamic density
of states and their respective standard deviations. Only minor
differences are found between the 20- and 24-atom cells; the
differences between the mean energy and the SQS-128 are 1.7
and 1.8 meV/atom, and the standard deviations are 4.1 and
4.1 meV /atom, respectively. Convergence with respect to su-
percell size and the SQS indicates that 20-atom supercells are
sufficiently large to incorporate the effects of configurational
disorder for this system. These results can be viewed in terms
of the CLT. If one were to build an ensemble of 50 randomly
sampled configurations and calculated AHsg, one would have
a 68% chance of being within 0.59 meV/atom of AH (gray
shaded region in Fig. 7), and a 95% chance of being within
1.18 meV/atom. Since energy is not our only property of
interest, we converged the supercell size with respect to the
bulk modulus. We chose the bulk modulus as a test case
since it is a medium-cost property that is dependent on atomic
structure. In Fig. 7(b), the 12-atom supercells are not large
enough to properly represent the softening in PbTeq 5Seq s that
comes from distortion. However, by 20 and 24 atoms, we
see excellent correspondence between the ensemble average
and SQS, as well as the distributions between 20 and 24
atoms. Considering the distribution for 24-atom cells, we see
significant variation in B and thus obtain a o, of 5.4 GPa.
From the CLT, to achieve an uncertainty of less than 1 GPa in
B, we would require an ensemble with n = 30.

4. Local structure

By ensemble-averaging the structure of relaxed cells, we
can explicitly calculate the effects of configurational disorder
on short-range structural disorder. From 50 randomly relaxed
cells, there are 3600 bonds and 7200 bond angles, originating
from a variety of unique local atomic arrangements. The mag-
nitude of data allows for an in-depth statistical analysis of the
structure. Furthermore, unlike SQS, the ensemble structure
can be calculated as a function of temperature.

At 300 K, as shown in Fig. 8, the distributions of bond
lengths and bond angles have well-defined peaks. In fact, the
x-axis for the bond lengths had to be stretched to three times
that of 1000 and 10000 K, just to fully include the peaks.
The narrowness of the peaks can be, in part, attributed to the
configurational probability distribution. At 300 K, the four
lowest energy configurations make up 69% of the ensemble
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FIG. 7. (a) To assess the minimum required supercell size, we increase the supercell size for PbSe( sTeo s until the distribution converges
and the AH, of the distribution (red) has come into agreement with the AH,,;, of a 128-atom SQS supercell (blue). The convergence of the
distributions can also be tracked via the oap o« Values (gray). Here, each distribution is built from complete sampling of PbSe, 5 Te, 5 for a given
supercell size. (b) The importance of using larger supercells is even more visibly important for a material property like the bulk modulus. For
supercell sizes of 12 and 16 atoms, the distributions are significantly different from both the properly converged 20- and 24-atom distributions

and the SQS-128.

(as can be seen in Fig. 3). The degree of structural disorder is
thus limited by the narrow range of structures present in the
ensemble.

Within the ensemble, Pb-Se bonds are closer to the pure
PbSe bond length (shown as a horizontal dashed line), but
they are slightly larger due to the presence of Te. The reverse
is true for Pb-Te bonds. They are shorter than that of pure
PbTe. If the virtual crystal approximation were invoked [49],
and PbSe( sTey s were assumed to be perfectly rocksalt, then
its single, universal bond length would be 3.19 A, derived
from taking the average for that of PbSe and PbTe. There
is, however, a significant gap between the two bond-length
distributions, and ostensibly no amplitude at 3.19 A. The
ensemble structure is thus locally distorting from the rocksalt
structure, so that the constituent bond lengths may more
closely resemble the pure parent compounds. The same has
been observed experimentally in ZnSe;_,Te, [50] and theo-
retically for PbSe;_,Te, [51]. The bond-angle distributions at
300 K are also relatively narrow. Angles that are made up of
exclusively Se anions are obtuse to accommodate the larger
Te atoms. For angles with Te as the only anion, the angles are
acute, and mixed anion angles are centered around 90°, which
corresponds to the ideal rocksalt structure.

As the temperature increases from 300 to 1000 K, the
probability of higher-energy configurations increases as
well, resulting in a smearing of the bond-length distribution.
Interestingly, while the distribution of the bond length smears,
the average Pb-Te and Pb-Se bond lengths remain constant
(within 0.01 and 0.017 A, respectively). Due to the smearing,
there is now amplitude where there was a gap, and there is
a slight peak at 3.2 A that is shared by both distributions,
corresponding to the bond length that would be derived
from the virtual crystal approximation. The bond angles
also significantly smear, but the average still remains at
90°, pointing to a local distortion and the structure being
globally rocksalt. For bond lengths at 10000 K, the peak
at 32 A grows, and since there is both Pb-Se and Pb-Te

amplitude, it is roughly twice the size of the surrounding
peaks. Thus, higher-energy structures that adopt a more VCA
local structure (i.e., have bond lengths of 3.19 A) are being
incorporated into the ensemble. The bond-angle distributions
continue to smear moving from 1000 to 10 000 K.

The same bond-length analysis was repeated for the com-
plete set of all ~37000 configurations, and the resulting
distributions are shown as gray dashed lines in Fig. 8. At
300 K, it can be seen that complete sampling has narrower,
larger peaks than random sampling. This is to be expected.
Random sampling, which samples from a uniform distribution
of configurations, will have difficulty approximating a highly
nonuniform distribution where the configurational probabil-
ities vary widely, like one that is seen at 300 K. Still, the
derived probabilities of the various configurations are suffi-
ciently good to show the gap in bond lengths at 300 K. The
average bond lengths at 300 K for Pb-Te and Pb-Se are 3.254
and 3.127 A for complete sampling, and 3.253 and 3.131 A
for random sampling, showing overall good correspondence
as well. Finally, at 1000 and 10000 K, where the probabil-
ity distribution for configurations is more uniform, random
sampling does an excellent job of replicating the bond-length
distribution obtained from complete sampling.

Analysis at high temperatures indicates that the bond
length and angle distributions do not stabilize to the high-
temperature limit until 10000 K. With a melting point near
1000 K, the alloy would melt far before reaching this high-
temperature limit.

B. PbSe;_, Te, pseudobinary

The free-energy calculations from Fig. 5 were extended
across the PbSe;_,Te, system. Figure 9 plots the AGnix
for all 13 compositions as a function of temperature. The
AGnpix of every alloy decreases with temperature, but this
change is greater for compositions towards the center since
they have larger configurational entropies. Thus, the AGyx
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FIG. 8. At low temperature, PbSeq5Teg s has distinct Pb-Te and
Pb-Se bond lengths and strong clustering of bond angles. The devi-
ation from 90° even at low temperature for these rocksalt structures
highlights the internal strains present in these alloys. With increasing
temperature, the distribution of bond lengths and angles broadens
significantly. The x-axis of the 300 K panel has a scale that is four
times larger than the 1000 and 10 000 K panels in order to accommo-
date the large, narrow peaks. Here, the colored distributions are for
a random ensemble for 50 configurations, and the dashed lines show
the complete sampling for bond lengths. Despite the low number of
configurations, these structures still involve 3600 unique bonds and
7200 angles.

curve goes from being concave to convex as the tempera-
ture increases. Liu et al. have experimentally shown that the
temperature at which full miscibility occurs is between 573
and 773 K in PbSe;_,Te, and that these alloys stay fully
miscible until melting [52]. These results are consistent with
the typical growth temperatures (770-990 K) of PbSe,_,Te,
alloys [53,54].

Our results align with these experimental results, showing
that PbSe;_, Te, is fully miscible at 700 K, below the typical
experimental growth temperatures and within the range that
Liu et al. report. At elevated temperatures, we find that there
are some compositions where the AGyx curve is locally con-
cave, but this deviation from convexity is 0.5—-1 meV /atom,
which is within the uncertainty of random sampling. More
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FIG. 9. The AGpx of PbSe;_,Te, gradually becomes more con-
cave with increasing temperature, reaching full convexity at 700 K
(within a tolerance of 20y ,). Here, the alloy compositions are sam-
pled at 1/12 increments.

specifically, a composition is classified as being on the hull if
its AGpix is within 2 x o, , of the free-energy convex hull.

We also studied the local structure across compositions.
In Fig. 10, the distribution of bond lengths is shown across
the PbSe;_, Te, pseudobinary. All configurations are weighed
equally in these distributions, corresponding to a high-
temperature ensemble average. For PbSe;;,12Teq,12, the bond
lengths are tightly clustered around that of PbSe, but the bonds
are slightly larger due to the incorporation of the larger Te
atom. The amplitude at 3.2 A originates from Pb-Te bonds,
as can be seen in the Supplemental Material [48]. The reverse

Pure
PbTe

Pure
PbSe

PbSe(1-xTex)

Probability Density (arb. units)

AP

| 1 \
3.0 3.1 3.2 3.3

Bond Length (A)

FIG. 10. Bond-length distributions in PbSe;_,Te, smear as we
move towards x-values of 6/12, highlighting the increased structural
disorder in these alloys. The peak of each distribution corresponds
well to Vegard’s law. All distributions are shown in the high-
temperature limit, and are generated from 50 configurations.
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FIG. 11. (a) The calculated enthalpy of mixing (AHx) for the
PbS,Se, Te|_.—, space is shown. AHy is particularly high for PbS-
PbTe-rich compositions. (b) The free energy above the convex hull
(AGpyy) finds that compositions rich in both PbS and PbTe are at
energies above the hull. They are thus subject to decomposition to
PbS and PbTe alloys. Gray circles denote being on the hull, and gray
triangles signify that the composition is on the hull within the uncer-
tainty from random sampling (i.e., AGnu < 20ay). The simulated
results are corroborated by experimental findings, although there is a
temperature offset. Both AH,;;x and AGy,, were calculated at 600 K.
The gray dashed line is an experimental result showing the region of
immiscibility at 773 K [52].

trend is true for PbSe;,1,Te11/12, where the slight amplitude
at 3.15 A comes from the Pb-Se bonds. For the compositions
towards the middle of the pseudobinary, the bond distribution
has an evidently larger spread. In part, this can be explained
by simply having more diversity in the anions. If all Pb-Se
and Pb-Te bonds were at a fixed length, then moving to the
middle compositions would still increase the spread of the
distribution. However, the spread also increases in the Pb-Se
and Pb-Te bonds, as can be seen in Supplemental Fig. 4 [48].
The position of the largest peak in the distribution shifts lin-
early as a function of composition. The position of these peaks
corresponds to Vegard’s derived bond length. Vegard’s law
closely corresponds to the maximum peak of the distribution,
but more in-depth structural techniques like this method are
necessary for ascertaining the extent of structural distortions.

C. PbS,Se,Te;_,_, pseudoternary and the free-energy
convex hull

Extending this methodology from pseudobinaries to pseu-
doternaries, we consider the PbS,Se,Te;_,_, system. The
enthalpy of mixing (AHpix) at 600 K across this chemical
space is shown in Fig. 11. Within the composition space,
PbSy5Teps and PbSg4>Sep42Teg 16 have the highest AHix
values. This can be explained by PbTe and PbS having the
largest volume mismatch (AV = 8 A3 /atom), which has been
shown to be a significant factor in determining miscibility
[55,56]. The AHn; across PbTe-PbSe is lower due to the
smaller size mismatch (5 A3/atom), and PbSe-PbS has the
lowest AHpx, corresponding to its lowest size mismatch
(3 A3/atom). Adding significant Se to the PbS-PbTe binary
reduces the AH,yix; one could rationalize this as the Se diluting
the unfavorable Te-S interactions. The converse is also true:
adding S to the PbSe-PbTe compositions raises its energy by
increasing the concentration of S-Te interactions.

To determine which compositions of PbS,Se,Te|_,_, are
stable against decomposition, AGp,x was calculated for a
temperature of 600 K, and a free-energy convex hull was

subsequently built from those values. The energy difference
between the alloy and the free-energy convex hull at each
point, AGyyy, is shown in Fig. 11(b). If a composition is on
the hull, that is, the composition is stable against phase sepa-
ration, then AGy,; = 0. Hexagons with gray dots in them are
mathematically on the hull (i.e., AGyy; = 0), while hexagons
with triangles are on the hull within their uncertainty (i.e.,
AGhy < 20ag). Some error is inherent in this approach as
the hull is built from discrete points rather than a continuously
defined AGyx function. We find that there is a wide two-
phase region along the PbS-PbTe pseudobinary. This region
narrows as PbSe is added, both by decreasing the enthalpy
and increasing the entropy. These predictions are consistent
with prior experimental literature; Ref. [52] measured the
phase-boundary edge at the dashed line 773 K and obtained
the gray dashed curve in Fig. 11(b).

D. (Pb;_.Ge,)(Te,Se.S;_,_.) high-entropy space

We extend the Pb-chalcogenide pseudoternary to the
high-dimensional (Pb;_,Ge,)(Te,Se,S|_,_.) system. Here we
choose Ge for its small radius relative to Pb, which is expected
to result in significant regions of immiscibility. For reference,
the ionic radius of Ge is only 39% smaller than that of Pb
when both have a sixfold coordination and a +2 oxidation
state [57]. Ge was additionally chosen as an intriguing expan-
sion of the composition space due to the structural diversity
found in the end members (i.e., GeS, GeSe, GeTe). In their
ground states, GeS and GeSe are Pnma and GeTe is R3m
[58-60]. Finally, Ge-based chalcogen alloys have shown in-
triguing thermoelectric behavior [61-63].

In the study of the (Pb;_,Ge,)(Te,Se.Si_y_;) system, an
n, of 50 configurations with 24-atom supercells was used
for all 78 compositions. The standard deviation in the AHyx
for a given composition, oy 5o, remained fairly consistent
throughout the composition space. The CLT was employed
to calculate the uncertainties in the AHpx using these oy 50
values; only Pby 5Ge 5S and GeTey 255075 had an uncertainty
higher than 1.5 meV /atom, and all compositions were below
the desired uncertainty of 2 meV /atom.

The (Pb;_,Ge,)(Te,Se.S1_y_;) composition space yields
a pseudohexanary alloy represented by a trigonal prism,
bounded by two pseudoternaries and three square pseudoqua-
ternaries [Fig. 12(a)]. Concerning the pseudoternary faces, the
PbS,Se,Te|_,_, face has been discussed in Sec. IIIC. Fig-
ure 12 shows different slices through this composition space
at two different temperatures.

As previously discussed, at T = 600 K the pseudoternary
in Fig. 12(b) appears to be the most soluble judging by the
number of compositions that are on the convex hull. The free
energy of the opposite face, GeS,Se,Te|_,_,, is shown in
Fig. 12(d) at 600 K. Once again, the GeS-GeTe alloys are
more energetically costly than the GeS-GeSe and GeSe-GeTe
alloys. Experimental phase stability measurements indicate
extremely limited solubility for GeS-GeTe [64]. There is
also limited solubility for GeS-GeSe [65], despite GeS and
GeSe having the same crystal structure. Experimental studies
of GeSe-GeTe indicate a complete solid solution at tem-
peratures above 930 K and narrow ranges of immiscibility
at low temperature to account for changes in space group
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FIG. 12. (a) The (Pb,_,Ge,)(Te,Se.S,_,_.) phase space is visualized as a prism with cation composition varying along the axis. Pseu-
doternaries (b)—(d) show three slices of this prism with discrete sampling; the color scheme denotes the free energy above the convex hull.
Hexagons with a silver point inside indicate that they are on the hull; hexagons with a triangle denote compositions whose distance from
the hull is less than their uncertainty (20% ,, as determined by the CLT). Calculating the convex hull at 600 K using the coarse sampling of
(b)—(d) fills the interior of the prism with four-phase tetrahedra. At this temperature, the x = 0.5 compositions are not on the hull, and the
resulting tetrahedra of (a) span from x = 0 to 1 compositions. (e)—(h) The lower row shows the results at 700 K. At this temperature, far more
compositions are on the hull, including in the interior of the prism (g), where many of the compositions exhibit significant entropy stabilization.

[66]. The symmetry-driven regions of immiscibility are fairly
narrow, and therefore are not found using the coarse composi-
tional sampling presented here. There is fairly little solubility
reported for adding GeSe and GeS to GeTe, with phase separa-
tion occurring at the dilute concentration of GeSg ¢sSeg osTeo.o
[62]. The predicted tendency to decompose to GeX - and PbX -
rich pseudoternaries is consistent with known Pb;_,Ge,S,
Pb,_.Ge,Se, and Pb;_,Ge,Te pseudobinaries [67-69]. At
high temperatures, Pb;_,Ge,Te is known from experiments
to become miscible for a narrow temperature range before
melting (843-965 K) [69].

The interior of the prism shown in Fig. 12(a) is com-
pletely filled with Alkemade tetrahedra. These four-phase
regions arise from determining the convex hull of this three-
dimensional composition space. It is important to note that
because our calculations are limited to single points in com-
position space, a single-phase region can only be represented
as a series of adjacent, small, multiphase regions. This discrete
sampling likewise precludes a complete determination of the
phase diagram at the current sampling density. However, even
this limited sampling provides predictions concerning phase
stability. Specifically, the (PbysGeg s)(Te,Se;Si_,_;) compo-
sitions that are above the hull indicate a concave region in the
interior of the prism. The edges of this concave region are not,
however, well defined as there is likely some mixed cation
solubility in the single-phase regions at the top and bottom of
the prism.

Limited sampling does not provide a lower bound on the
energy of the hull, but it does provide an upper bound; if

a composition is found to be above the hull, no amount of
increased sampling will push it onto the hull. Furthermore, if
a composition is found to be on the hull, increased sampling
may result in the discovery of a new low-energy composi-
tion that pushes previously found compositions off the hull.
Even with the low sampling density considered herein, some
preliminary insights into the free-energy surface and asso-
ciated multiphase regions can be inferred from Fig. 12(a).
The presence of many Alkemade tetrahedra connecting to a
single point, as seen along the GeTe-GeSe edge, suggests the
presence of a nearby favorable extrema (i.e., large positive
Hessian) in the free-energy surface. These results are con-
sistent with the experimental results for the pseudobinaries
discussed above. To our knowledge, the interior of the prism
has not been experimentally studied.

Considering the 800 K behavior of Pb,_,Ge,Te,Se.Si_,_.,
we predict significant stabilization of the interior (x = 0.5),
as seen in Fig. 12(g). As expected, the lower-entropy Ge
and Pb pseudoternaries show minimal increased stabilization
from the 200 K increase in temperature. The resulting grid is
still coarsely sampled (i.e., x = 0, 0.5, 1) and is likely subject
to qualitative changes in the resulting phase diagram with
increased density.

The middle slice of the prism [Fig. 12(g)] is entirely above
the hull at 800 K. Many of these compositions are not on
the free-energy convex hull due to their high AH,;x and the
presence of competing alloy compositions with low AGy;x.
Further, the TDOS of the nominally high-entropy calculations
is sufficiently broad such that the true entropy is far lower
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FIG. 13. Local distortion resulting in alloy bond lengths deviat-
ing from their parent bond lengths. Further complications arise when
mixing parent compounds with different structures. Average bond
lengths, broken up by type, are shown for various compositions. The
bars denote the standard deviation in the bond lengths for a given type
and composition. For reference, the parent bond lengths are included
as well. We are invoking the high-temperature limit by taking simple
averages. All averages are generated from 50 configurations.

than its maximum possible value, derived from the high-
temperature limit. Highlighting this competition, 14 out of
the 22 compositions in the middle slice have negative free
energies, and thus would not decompose into their parent com-
pounds, but due to competing alloy compositions, only half
of those compositions are on the hull (within the uncertainty
of the calculations). For instance, Pby sGey5S933S¢e033Teo 34
decomposes into GeSegosTegp7s, GeSepsTegs, PbSeqsSos,
and PbSe(5S0.75. The results would have been qualitatively
different if a metric like the temperature of mixing had been
used since it only determines the temperature at which AGyix
is zero, thus assuming that the parent compounds are the only
competing compositions. We find that the presence of com-
peting alloy compositions is large, especially in high-entropy
spaces, underlying the need for a free-energy convex hull to
determine solubility.

To investigate the local structure in the center of the
compositional prism, Pby sGeg 550.335€e0.33Teo 34, we consider
bond-length trends (Fig. 13) with those of the pseudoternar-
ies GeSp33Sep33Tep34 and PbSy 33Seq.33Teg 34 and the parent
compounds. Beginning with PbS33Seg33Teg 34, the Pb-X
bond lengths are close to their parent bond lengths. However,
the mixture of anions yields an average lattice constant that
drives local strains. This strain is visible as the average Pb-Te
bond distance shrinks and Pb-S bonds grow such that they
are closer to the overall average bond length (3.1 A). As this
average bond length is close to that of PbSe, the Pb-Se bonds
do not significantly distort. We also calculated the average co-
ordination number of the composition to be 5.9, indicating the
presence of structural deviations from the undistorted rocksalt
with a coordination of 6.

A qualitatively similar ~ trend  exists  with
GeSy33Sep33Tepss; the Ge-Te bonds slightly shrink and

the other two bond types have to grow. However, the average
coordination number is 4.4, indicating a significant distortion
from rocksalt. This behavior can be rationalized by examining
the parent structure across the Ge chalcogenides. To start, we
review structure and polymorphism in the respective parent
structures. Given our algorithm for determining the first
coordination shell, GeTe in the R3m space group is found
to be sixfold-coordinated, and thus the plotted point is the
average of its three short bonds (2.85 A) and three long bonds
(3.26 A). We note that the trend in bond length for the Ge-X
compounds is very consistent with the Pb-X compounds
if only the short Ge-Te bond is considered in Fig. 13.
This strong distortion can be viewed through the lens of
thermodynamics; namely, the R3m structure is 17 meV /atom
higher in energy than the rocksalt polymorph. GeSe and GeS
(Pnma) show up as being threefold-coordinated, and their
rocksalt polymorphs are 20 and 54 meV/atom. Given the
above information about the three parents, it is reasonable that
even though the Ge atoms start out octahedrally coordinated
in GeSg33Sep33Tepss, they relax locally such that their
coordination number is significantly reduced.

With this understanding of the Pb- and Ge-based pseu-
doternary alloys, the behavior of PbysGeg 5S0.335¢€0.33Teo 34
can be rationalized. The average coordination number is 4.3
within this alloy, and these broken bonds are evenly dis-
tributed between Ge and Pb; this is quite low given the nearly
perfect octahedral coordination found in PbSg 33Seq 33Te 4.
The average bond length in this compound is 3.0 A; this leads
to a shrinking of the Pb-S and Pb-Se bond lengths. In contrast,
the distribution of Pb-Te bond lengths is relatively unaffected
by the addition of Ge at high concentrations. Considering the
Ge-X bonds within Pbgs5Gey5So335€0.33Te0 34, the addition
of Pb is largely inconsequential. The average coordination
number is 4.2, and the bond lengths are consistent with the
GeSy 335¢e0.33Tep 34 pseudoternary.

IV. DISCUSSION

Having demonstrated the utility of this method in a variety
of alloy spaces, here we review the strengths, identify per-
sistent challenges, and highlight opportunities for expanding
upon the current work. Broadly, we try to position this method
in between two extremes for simulating alloys—using a sin-
gle large supercell like SQS, and completely sampling small
supercells, as has been done with other implementations of
the independent cell approximation [22,24]. Working within
the independent cell approximation allows for the evaluation
of ensemble properties as a function of synthesis tempera-
ture. By employing random sampling, we are able to evaluate
larger, more disordered supercells in a computationally effi-
cient manner. Using these supercells allows for an in-depth
evaluation of the local structure, all as a function of synthesis
temperature. Lastly, random sampling provides the basis for
effectively navigating the computational tradeoffs between
precision and computational cost; from the central limit the-
orem, we derive the relationship between precision and the
number of additional samples. Doing so allows for a judicious
use of computational resources in exploring composition
space. Furthermore, having the ability to trade off between
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cost and uncertainty can be leveraged in optimal experimental
design [70] and Bayesian optimization methods [71].
Nevertheless, effective use of this method requires care. It
is important to be aware of polymorphism in alloys and rare
configurational ground states that might not be found using
limited random sampling. Furthermore, any thermodynamic
methodology will suffer from the fact that there could be
competing stoichiometries that push compositions off the hull.

A. Polymorphism

In the efforts herein, the polymorphic competition for the
parent binaries is between three phases (rocksalt, R3m—a
rhombohedral perturbation, and the more significant Pnma
distortion). Within DFT relaxations, we have found continu-
ous transitions between these structure types, and the ergodic
hypothesis is thus generally satisfied. However, caution must
be taken in initializing heterostructural alloys where the par-
ents have different ground-state structures without continuous
transitions between them (e.g., zinc-blende and rocksalt).
Here, relaxations in DFT may only capture the local ground-
state structure-type and miss the global ground state. Testing
the sensitivity to starting lattice choice is, in these cases,
critical. Further, post hoc grouping of the resulting structures
based on space group and local coordination is needed to
avoid incorrectly assuming ergodicity between all sampled
structure types [28,29]. Another method for comparing free
energies of various structure types is to start with amorphous
structures rather than known crystalline prototypes, and con-
duct structural relaxations, as we have done in various other
works [28,29]. This approach provides insight into the basins
of attraction for these polymorphs and makes no assumptions
about structure type.

B. Sampling limitations

In importance sampling, the target probability distribution
is not directly accessible; in our case, this would be the
probability of any specific configuration occurring. Instead,
we randomly sample from a uniform distribution of config-
urations; in the event that the true probability distribution is
close to random, then our method will converge with relatively
fewer samples than a highly nonuniform distribution [72].
In the high-temperature limit, the true probability distribu-
tion is uniform, and at the temperatures of interest for our
systems, the probability distribution is nearly uniform. As
such, random sampling is an effective method to assemble an
ensemble. For systems equilibrated at low temperature, or that
have strong ordering tendencies, a larger number of samples
will be required to accurately represent the distribution. Im-
portantly, there are two sources of error. The first is due to
incompletely sampling from a distribution of configurations,
and the second is due to sampling from an erroneous distri-
bution. The central limit theorem allows for the evaluation of
the first source of error, but not the second. Thus, the central
limit theorem may offer misleading guidance with respect to
convergence in this situation.

In the case in which the ordered ground state is expected
to be significantly more probable than other configurations,
caution needs to be taken. Not finding the ground state
would result in erroneous probabilities, which would af-
fect the ensemble thermodynamics and probabilities. The
challenge of highly nonuniform distributions can be ad-
dressed in a multitude of ways. First, complete sampling
using small supercells can be used to partially mitigate this
risk. Second, advanced Monte Carlo (MC) methods such as
Metropolis-Hastings or Wang-Landau sampling can be used
[73,74]. Metropolis-Hastings MC involves samples from an
approximate distribution that more closely resembles the true
distribution [13-15,75], and Wang-Landau approximates the
TDOS directly [16,17]. MC inherently requires discarding
a portion of the overall calculations, and thus requires a
model Hamiltonian to make the computational cost acces-
sible. The independent cell approximation, the central limit
theorem, and model Hamiltonians are complimentary tech-
niques; combining them would allow for the calculation of
nonthermodynamic ensemble properties through the efficient
sampling of highly nonuniform distributions.

V. CONCLUSION

Evaluating the stability and structure across high-
dimensional alloy space is fundamental to future high-
throughput searches for high-performing alloys. In this work,
we implemented the independent supercell approximation,
allowing for the calculation of the thermodynamics and local
structure of disordered alloys. Applying this method to the
(Pb,Ge)(S,Se,Te) composition space and subspaces therein,
we predicted phase diagrams consistent with prior experimen-
tal literature, and we made predictions concerning the local
structure. An attractive feature of this approach is the ability
to estimate the uncertainty of ensemble averages using the
central limit theorem, and to tune their precision by adjusting
the sample size. This approach extends to a broad swath of
ensemble properties, including local and long-range structure,
mechanical properties, magnetic structure, thermal expansion,
and both phonon and ion transport. We initially demonstrated
the applicability of our methodology to ensemble properties
by considering the bulk modulus of PbSeq 5Teq 5.
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