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Grain-boundary thermodynamics with artificial-neural-network potential: Its ability to predict
the atomic structures, energetics, and lattice vibrational properties for Al
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An artificial neural network (ANN) potential for Al, trained with density-functional-theory (DFT) data, is
constructed to accurately predict lattice vibrational properties and thermodynamics of grain boundaries (GBs)
in Al. The ANN potential is demonstrated to accurately predict not only atomic structures and energetics of
the GBs at 0 K but also partial phonon densities of states and vibrational entropies, even for GBs absent in the
training data sets. In addition, their total potential energies and atomic forces by DFT at elevated temperatures
up to 800 K can also be well reproduced by molecular dynamics with the ANN potential. In contrast, a modified
embedded atom method (MEAM) potential shows larger errors in phonon frequencies and atomic forces for
atoms at GBs, as well as in the bulk, than the ANN potential. The MEAM potential is thus likely to be inadequate
to quantitatively predict thermodynamic properties of GBs, particularly at high temperature. The present ANN
potential is also applied to systematically examine thermodynamic stability of asymmetric tilt GBs. It is predicted
that for the �9 system, the GB free-energy profile as a function of inclination angle exhibits a cusp at elevated
temperatures, due to its larger vibrational entropies of asymmetric tilt GBs than those of �9 symmetric tilt GBs.
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I. INTRODUCITON

In polycrystalline materials, grain boundaries (GBs) in-
evitably exist and yield distinct atomic structures, as demon-
strated by electron microscopy observation and theoretical
calculations [1]. For their impacts on polycrystalline proper-
ties, GB free energies are a key factor since they are coupled
with GB phenomena (e.g., impurity segregation, point-defect
formation, and grain growth) and they govern thermodynamic
stability, microstructures, and ultimately material properties.
It is thus essential to understand an origin of GB free energies
at the atomic level, with the goal of better design of poly-
crystalline materials at finite temperature. Previous thermal
grooving measurements indicated that GB energies decrease
with increasing temperature [2–5] and that experimental val-
ues are often lower than theoretical values at 0 K [6,7]. On the
basis of the standard thermodynamics, the temperature depen-
dence of free energy arises from entropy. For pristine GBs in
the absence of point defects and impurities, a dominant factor
is in principle vibrational entropy: GBs break the periodicity
of the atomic configurations of host crystals and profoundly
alter lattice vibration modes, which in turn may influence their
vibrational entropies and thereby thermodynamic stability.
However, this effect is difficult to quantitatively measure with
experiment alone because accumulation of impurities at GBs
can substantially affect GB energies [5]. In addition, thermal
grooving measurements provide only relative values of GB
energies and surface energies and thus cannot identify which
one changes with temperature. This leads to the difficulty
of extracting vibrational entropies of GBs. To date, little is
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known about the relationship between GB free energy and
vibrational entropy at the atomic level, particularly in a high-
temperature regime.

For this issue, density-functional-theory (DFT) calcula-
tions have been employed extensively. Lattice dynamics
calculations were performed with the harmonic and quasihar-
monic approximations in order to determine phonon modes
and thermodynamic quantities for GBs [8,9]. It was indicated
that the temperature dependence of vibrational entropies and
free energies varies with individual GB structures due to
their differences in atomic environment such as bond lengths
and coordination numbers [9]. However, GBs typically have
lower symmetry in atomic structure than the perfect crystal,
particularly for high � values and high Miller indices. This
substantially increases the required number of atoms in the
simulation cells and thereby of single-point calculations for
obtaining force constants in lattice dynamics calculations. In
addition, modeling of GBs requires larger cell dimensions and
more atoms than that of perfect crystals to satisfy the peri-
odic boundary conditions. This is a serious obstacle for DFT
studies to examine crystallographically complicated GBs, al-
though such GBs must be addressed to understand general
GBs in actual polycrystals. Long-time molecular dynamics
(MD) simulations with sufficient statistical accuracy are also
essential to examine GB free energies at elevated tempera-
tures, for which the anharmonic effects may become large,
but such DFT calculations are not feasible. For these reasons,
most DFT studies are limited to simple, high-symmetry sys-
tems such as coherent �3 twins and low-� symmetric tilt GBs
(STGBs).

Empirical interatomic potentials have also been employed
to examine GB thermodynamics [10–15] due to much
lower computational cost than DFT calculations. With this
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approach, thermodynamic integration methods were per-
formed to assess anharmonicity in GB free energies [13,15].
A drawback of empirical potentials, however, is the limited
transferability to GBs even for atomic structures and energet-
ics at 0 K [16–18]. This is primarily because their empirical
parameters are fitted to only bulk properties without con-
sideration of lattice defects. In addition, empirical potentials
are typically based on physically inspired analytic functions
with simple functional forms, which may lead to a lack of
flexibility in approximation of the potential energy surfaces
for various atomic environments. To determine thermody-
namic properties, one also needs to calculate atomic forces
and lattice vibrational modes, which typically requires higher
accuracy than determining only atomic structures and ener-
getics at 0 K. This requirement is often difficult to satisfy
by means of conventional empirical potentials even without
lattice defects [19–22].

To predict lattice vibration behavior and relevant prop-
erties with low computational cost and high accuracy,
machine-learning (ML) interatomic potentials have become
a promising tool [23–27]. This type of potential uses ML
models to approximate the potential energy surfaces of DFT
calculations through supervised learning with DFT data such
as the total potential energies, atomic forces, and stress ten-
sors. After it is trained, it can be combined with molecular
simulation algorithms in the same manner as empirical poten-
tials. Current major approaches are based on artificial neural
networks [28,29] and Gaussian process regressions [30,31].
Previous studies demonstrated that ML potentials accurately
predict the energetics of various lattice defects for metals
[32–34], alloys [35,36], and semiconductors [37]. To our
knowledge, however, there is still no study that has con-
structed a single ML potential applicable to various GBs at
not only 0 K but also elevated temperature with sufficient
accuracy. Additionally, no study has quantitatively examined
the transferability of conventional empirical potentials to ther-
modynamics of GBs.

In this work, an ANN potential was constructed using
large amounts of DFT data and was combined with molec-
ular simulations. Here, Al was chosen as it is one of the
most fundamental systems and thus the obtained knowledge
will be applicable to a wide range of metals and alloys.
The predictive ability was then examined with respect to
atomic structures, energetics, and vibrational properties for
GBs by performing structural relaxation and lattice dynamics.
Furthermore, their total energies and atomic forces at finite
temperatures were evaluated by performing ANN-driven MD
simulations since accurate prediction of these quantities is
essential for revealing anharmonicity in GB free energy. Simi-
larly, the transferability of a modified embedded atom method
(MEAM) potential [38] to GBs was also elucidated. As a
case study of complicated GBs, thermodynamic properties of
asymmetric tilt GBs (ATGBs) were ultimately predicted to
demonstrate an efficient use of ANN molecular simulations.

II. METHODOLOGY

A. DFT calculation

DFT calculations were performed using projector aug-
mented wave pseudopotentials [39,40] implemented in the

Vienna Ab initio simulation package (VASP) [41,42]. Wave
functions were described using a plane-wave basis set with
a cutoff energy of 450 eV. The exchange-correlation energy
was calculated using a revised version of the generalized
gradient approximation parametrized by Perdew, Burke, and
Ernzerhof (GGA-PBEsol) [43]. The convergence criterion for
self-consistent calculation was set to 10−6 eV, and 14×14×14
k-point meshes were used for a cubic unit cell. DFT-MD
simulations based on the Parrinello-Rahman dynamics with
the Langevin thermostat [44,45] were performed to generate
training data sets, as described in the next section. Both NVT
and NPT conditions were used with a time step of 2 fs.

B. Training data set

Table I summarizes the training data sets. The choice of
the structures contained was based on our previous study
of Si [46], which examined necessary training data sets for
ANN potentials to accurately predict the energetics of GB
structures. It was found that training data sets consisting of
only single crystals led to the limited predictive performance
of ANN potentials, with a systematic overestimation of DFT
energies, and that GB structures need to be included in train-
ing data sets. Following this previous result, not only single
crystals but also GB structures were contained in the training
data sets. Seven STGBs with the [001] and [11̄0] rotational
axes were modeled by varying the misorientation angle of
two grains. In obtaining reference structures for each of the
GBs, multiple simulation cells were set up by rigidly shifting
one grain relative to the other along the GB plane in an in-
cremental manner. The simulation cells were then relaxed by
performing DFT calculations with the conditions mentioned
in Sec. II A, and were used as reference structures for gen-
erating the training data sets. Surfaces with the (001), (110),
(111), and (112) planes were also considered so that the ANN
potential is applicable to simulation cells with free surfaces,
which were used to predict GB energies and the lowest-energy
structures of GBs, as will be shown in Figs. 6 and 7.

The DFT data sets were generated by performing struc-
tural relaxation and MD simulation. For a simulation cell in
structural relaxation, atoms were randomly displaced by a
maximum displacement of 0.2 Å from their initial positions
in each direction in the Cartesian coordinate system, and also
the cell dimension and shape were randomly changed in the
range of ±5%. In addition, large expansion and contraction
were considered by changing the cell dimensions of four-atom
cells in the range of ±20%. The simulation cells were then
structurally relaxed for 5–20 iterations, and snapshots in this
calculation were used as the training data sets. Using reference
structures, MD simulations were also performed by varying
temperature from 100 to 1000 K, for around 500 steps at each
temperature. High temperatures of 1500, 2000, and 2500 K
were also considered to generate highly disordered structures.
Then snapshots were extracted from the MD results.

C. Construction of ANN potential

The ANN potential was based on the architecture reported
by Behler and Parrinello [28] and reviewed by Behler [29],
with two hidden layers each having 48 nodes. The activation
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TABLE I. Training data sets of single-crystal, surface, and GB structures. Nstr and Nforce are the number of total energies and atomic forces
for training the ANN potential, respectively. Natom is the number of atoms contained in a simulation cell.

MAE

Data set Nstr Natom Nforce Energy (meV/atom) Force (meV/Å)

Single crystal 18600 2–32 655287 2.00 13.10
Surface 21100 8–24 582450 2.06 25.35

GB �3(112)/[11̄0] 6400 24–48 332850 1.21 18.98
�5(210)/[001] 6000 36–40 249050 0.76 16.30
�5(310)/[001] 5500 36–40 317700 0.87 19.43
�9(114)/[11̄0] 4800 68–72 508956 0.60 14.70
�9(221)/[11̄0] 5500 32–36 283164 1.14 16.58
�11(113)/[11̄0] 5200 18–22 164442 0.93 13.97
�19(331)/[11̄0] 5500 38–72 457356 0.67 14.38

function was chosen to be the hyperbolic tangent function.
To input the information of a crystal structure to the ANN
potential, symmetry functions [28,29] were used as atomic
descriptors. The two- and three-body descriptors for the ith
atom are given by

G2
i =

∑
j=1

e−η2(Ri j−Rs )2
fc(Ri j ), (1)

G3
i = 21−ζ

∑
j �=i

∑
k �=i, j

[{1 + cos(θi jk − θ )}ζ e−η3(R2
i j+R2

ik+R2
jk )

× fc(Ri j ) fc(Rik ) fc(Rjk )], (2)

respectively. Ri j , Rik, and Rjk are the distances between atoms
i j, ik, and jk, respectively, and θi jk is the angle between bonds
i j and ik. The hyperparameters η2, Rs, ζ , θ, and η3 were
empirically determined as listed in Tables S1 and S2 in the
supplemental material [47]. These hyperparameters are the
same as those in our previous studies of Si and Ge [48]. A
cosine cutoff function fc(Ri j ) was used in the form

fc
(
Ri j

) =
{

1
2

[
cos

(πRi j

Rc

) + 1
]

(Ri j � Rc),

0 (Ri j > Rc).
(3)

The cutoff distance Rc was set to 7 Å. Note that our test
calculation evaluated mean absolute errors (MAEs) in training
datasets for single crystals by varying Rc from 5 to 8 Å with
an increment of 0.5 Å, and Rc = 7 Å was found to provide the
lowest MAE. To facilitate the training of the ANN potential,
the values of the symmetry functions were normalized using
the z-score normalization.

The potential fit was performed using an extended Kalman
filter with weighted least squares [49] and minibatch learning.
The Levenberg-Marquardt method with batch learning was
then run for several hundreds of training iterations in order
to decrease errors for all training data sets at the same time.
Figure 1 shows the correlation between the ANN and DFT
values for the training data sets. All data points are distributed
close to the diagonal line for both the total energy and the
atomic force, indicating that the ANN potential has success-
fully learned not only single crystals but also GBs. The MAE
values are evaluated to be 1.46 meV and 17.1 meV/Å for the
total energies per atom and the atomic forces, respectively.
These values are comparable to previous studies with ML po-

tentials [17,23], suggesting that the ANN potential maintains
a reasonable accuracy to GBs, as demonstrated in Sec. III.

D. Molecular simulation with ANN potential

The trained ANN potential was combined with structural
relaxation that adopts a nonlinear conjugate gradient method
with the Polak-Ribiére formula, in order to predict relaxed
structures of GBs. It is noted that one GB often has not only
the lowest-energy atomic structure but also local-minimum
(often referred to as “metastable”) structures, as for most
of the GBs considered. To examine whether the ANN po-
tential can distinguish various energy states and predict the
lowest-energy one, multiple simulation cells were constructed
in the same manner as that in Sec. II B. Then their relaxed
structures and GB energies were initially predicted using the
ANN potential. The ANN structures were used to perform
DFT single-point calculations and to compare the DFT and
ANN results, as will be shown in Fig. 6. This comparison was
made for five GBs in the training datasets and for three GBs
that were not used for the ANN construction.

The ANN potential was also combined with lattice dy-
namics and MD simulation in order to examine its predictive
ability for vibrational properties and energetics at finite tem-
perature. Lattice dynamics based on the finite displacement
method was carried out using the PHONOPY code [50] in the
framework of the harmonic approximation. The displacement
of an atom was set to 0.01 Å. The relationship between atomic
displacements and atomic forces was then calculated using the

FIG. 1. Correlation between the ANN and DFT values for all
training data sets: (a) the total energy and (b) the atomic force.
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FIG. 2. Energy-volume curves obtained from ANN and DFT
calculations for the perfect crystal. The dashed curve corresponds to
the difference between the ANN and DFT energies at each volume.

ANN potential in order to obtain second-order force constants
and thermodynamic quantities. DFT lattice dynamics was also
performed using the same reference cells as those for ANN
lattice dynamics.

In the harmonic approximation, the Helmholtz free energy
F at temperature T is given by

F = Estatic + Evib − T Svib, (4)

where Estatic is the total potential energy calculated by DFT
calculation, and Evib and Svib are the vibrational internal en-
ergy and the vibrational entropy, respectively, which were
computed by performing lattice dynamics calculations. The
GB free energy per unit area of the GB plane γ is calculated
by

γ = FGB − FPerfect

A
, (5)

where FGB and FPerfect are the Helmholtz free energies of
supercells of a GB structure and a perfect crystal, respectively,
and A is the cross-sectional area of the GB plane. Svib is given
by

Svib = 1

2T

∑
k

h̄ωi coth

(
h̄ωi

2kBT

)

− kB

∑
i

ln

[
2sinh

(
h̄ωi

2kBT

)]
, (6)

where h̄ is the reduced Planck constant, kB is the Boltzmann
constant, and ωi is the phonon frequency of the jth mode.
The atom-projected vibrational entropy of an atom Satom

vib is
calculated by

Satom
vib = 1

2T

∑
i

∑
j

|ei(k, j)|2h̄ωi coth

(
h̄ωi

2kBT

)

− kB

∑
i

∑
j

|ei(k, j)|2ln

[
2 sinh

(
h̄ωi

2kBT

)]
, (7)

where ei(k, j) is the polarization vector of the ith Cartesian
component for wave vector k and mode j. The sum of Satom

vib
over all atoms in the simulation cell is equal to Svib.

FIG. 3. Phonon dispersion and density of states (DOS) obtained
by DFT, ANN, and MEAM calculations for the perfect crystal.

Additionally, ANN-MD simulations were performed at
200, 400, 600, and 800 K. Langevin dynamics with the NVT
condition was used, and the total time step was set to 20 ps
with a time step of 1 fs at each of the temperatures. Using
snapshots extracted with an interval of 1000 steps, the total
energies and atomic forces were calculated using the ANN
potential and DFT calculations.

The transferability of an MEAM potential [38] to GBs at
0 K and finite temperature was also examined with the GULP

package [51] for structural relaxation and MD simulation and
with the PHONOPY package [50] for lattice dynamics.

III. RESULTS AND DISCUSSION

A. Bulk properties

This section discusses the predictive ability of the present
ANN potential in terms of bulk properties at 0 K and fi-
nite temperatures. Figure 2 shows the total potential energies
against volume for the face-centered-cubic unit cell. The ANN
potential accurately predicts the DFT curve in the entire range
of volume, although the error systematically increases by con-
traction. The equilibrium lattice constant is predicted to be
4.016 Å, which is identical to the DFT value of 4.016 Å. The
ANN potential thus shows a sufficient accuracy to predict the
potential energy in equilibrium for the perfect crystal.

Figure 3 compares the dispersion curve and density of
states (DOS) of phonons for a 6×6×6 supercell of the primi-

FIG. 4. Volume expansion as a function of temperature for DFT,
ANN, and MEAM calculations.
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FIG. 5. Correlation between DFT and ANN/MEAM calculations
for MD simulations at 200, 400, 600, and 800 K: (a) the total poten-
tial energy and (b) the atomic force. Note that the MEAM potential
energy of the perfect crystal is shifted to the corresponding DFT
value, and the energy difference between the two values is subtracted
from all other MEAM energies.

tive cell. The ANN potential reproduces the dispersion curve
by DFT for all the phonon bands and hence yields the accurate
DOS curve over all the frequencies, capturing the character-
istic features, e.g., the prominent peak at 9.1 THz and the
minor peak at 6.1 THz. For the MEAM potential, although
its low-frequency bands near the 	 point agree with the DFT
result, there are clear underestimations at near the X and K
points. This leads to erroneous descriptions of the phonon
DOS, particularly at frequencies of around 6–8 THz.

The remaining analyses in this section are performed with
a 4×4×4 supercell of the cubic unit cell. Figure 4 shows the
temperature dependence of volume expansion based on the
quasiharmonic approximation. Although the ANN potential
overestimates the DFT value in the entire temperature range,
it still maintains a reasonable accuracy with a maximum dif-
ference of 0.81% at 800 K. The reason for the overestimation
is probably that for expansions of simulation cells in the
quasiharmonic approximation, the ANN potential tends to un-
derestimate DFT free energies due to slight underestimations
in phonon DOS, as shown in Fig. S1 in the supplemental ma-
terial [47]. The MEAM potential also exhibits a comparable
accuracy to the ANN potential despite the fact that the MEAM
phonon modes involve deviations from the DFT modes as
indicated by Fig. 3. The reason for the reasonable accuracy is
presumably that multiple errors in the phonon modes for the
MEAM potential are canceled in calculation of free energies,
leading to the small error in volume expansion.

The total energies and atomic forces at finite temperatures
are also evaluated by performing MD simulations, as shown in
Fig. 5. The MAE value at each of the temperatures is given in

FIG. 6. Correlation of DFT GB energies to (a) ANN and (b)
MEAM values. Here, the GB energy is defined as the difference in
potential energy per GB area between the GB and the perfect crystal,
with the assumption that the two systems have the same number of
atoms.

Table II. For the ANN potential, all data points are distributed
on the diagonal lines for all cases, without large errors even for
high energies and large atomic forces. The maximum MAEs
for the total energies and atomic forces are calculated to be
0.80 meV/atom and 12.77 meV/Å at 800 K, respectively.
These values are comparable to those for the training data sets
and a previous study by Bochkarev et al. [23]

The MEAM potential also shows an accuracy comparable
to the ANN potential for total energies at 200 K, with an
MAE of 0.35 meV/atom, as shown in the top-right panel in
Fig. 5(a). However, there is an increasing overestimation with
temperature as all data points deviate from the diagonal line. It
follows that the MAE increases with increasing temperature,
reaching 2.91 meV/atom at 800 K. For the MEAM forces
[the bottom-right panel in Fig. 5(b)], although their directions
agree with the DFT values, the data points are more scattered
than the ANN results, particularly at 800 K. There is also
a tendency for the MEAM potential to underestimate DFT
forces. The MAE values are between 32.47 and 72.80 meV/Å,
which are about five to six times larger than the ANN values.

The above comparisons suggest that for the perfect crystal,
the ANN potential predicts vibrational properties at not only
low but also high temperatures with much better accuracy than
the MEAM. The MEAM potential also shows a reasonable
accuracy, but it involves the erroneous description of phonon
modes and also shows the increased errors in total energy and
atomic force at elevated temperatures. It thus may be difficult
for the MEAM potential to quantitatively predict free energies
at high temperatures even for the perfect crystal.

B. Atomic structures and energetics of GBs at 0 K

The accurate determination of low-energy structures and
energetics of the GBs at 0 K, which is addressed in this
section, is a prerequisite since they are used as reference struc-
tures for assessing vibrational and thermodynamic properties.
Figure 6 shows the correlation of DFT GB energies to ANN
and MEAM values. As mentioned in Sec. II D, a GB often has
not only the lowest-energy but also metastable structures, and
thus their values are also plotted.
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TABLE II. MAE values of total energies and atomic forces in MD simulations for the bulk.

MAE

Total energy (meV/atom) Atomic force (meV/Å)

Temperature (K) ANN MEAM ANN MEAM

200 0.35 0.35 5.99 32.47
400 0.54 1.02 8.58 46.30
600 0.68 2.31 10.72 58.91
800 0.80 2.91 12.77 72.80

For the ANN potential [Fig. 6(a)], all data points are lo-
cated close to the diagonal line from low to high GB energies,
with an MAE of 13.4 mJ/m2. Importantly, the lowest-energy
structures predicted by the ANN potential are also the lowest-
energy ones in the DFT level for all GBs examined; as an
example of �11(113), the order of the two GB energies
pointed by the arrows is the same between the ANN and DFT
results. It also accurately reproduces the relative GB energies
of different atomic structures for one GB. This enables us to
identify possible metastable structures, which is essential for
understanding GB-structure transformation at a finite temper-
ature as indicated in the literature [15,52]. It is noteworthy that
the ANN potential maintains a sufficient accuracy to predict
the GB energies for �13(510) and �13(320) despite their
absence in the training data sets. It is thus expected that the
present ANN potential is generalizable to crystallographically
various GBs, enabling us to gain insight into general GBs, as
addressed later in Sec. III E.

For the MEAM potential [Fig. 6(b)], although there is a
positive correlation between the MEAM and DFT values, the
data points are more scattered than the ANN results, with un-
derestimation of DFT values. The MAE for all GB structures
is found to be 109.1 mJ/m2, which is about eight times larger
than the ANN value. Thus, a quantitative comparison between
the relative stability of GB structures appears to be difficult
on the basis of MEAM prediction, which also may lead to
the difficulty of quantitatively reproducing the transformation
between GB structures. It is noted for the MEAM potential
that a GB tends to have more metastable structures than that
for the ANN potential, e.g., as observed for the �3(111)
GB (yellow points). The metastable structure for the MEAM
potential was relaxed by performing DFT calculations. As a
result, it transformed to the lowest-energy structure. This thus
may indicate that the MEAM potential energy surface at GBs
has metastable structures that are not local minima in the DFT
level.

Figure 7 shows the lowest-energy structures predicted by
the ANN potential for the GBs examined. Their structural
units agree with previous theoretical studies [53–55]. In addi-
tion, their atomic arrangements were almost unchanged after
DFT structural relaxation, which is also the case for �13(510)
and �13(320). Thus, the ANN potential enables us to quan-
titatively predict both lowest-energy structures and their GB
energies even for GBs not included in the training data sets.

The MEAM potential also predicts the ANN structures in
Fig. 7 to be in the lowest-energy states, except for �3(112).
It is thus likely that the MEAM potential also can be used
to search for the lowest-energy structures for many GBs in

Al. Nevertheless, careful validation should be made: DFT cal-
culations indicate that for �3(112), the MEAM structure (the
rightmost panel in Fig. 7) is higher in GB energy by 0.02 J/m2

than the ANN structure. This implies that the MEAM poten-
tial involves an erroneous description of the potential energy
surface for �3(112), thereby failing to find its exact structure.
Although it is unclear whether such error also occurs in more
complicated GBs, a similar situation presumably occurs at
least for �3(112)-containing GBs, such as �3 ATGBs with
the [11̄0] axis.

C. Lattice vibrational properties of GBs

In this section, the transferability of the ANN and MEAM
potentials to lattice vibrational properties of the GBs is eval-
uated within the harmonic approximation. Figure 8 shows
errors of atom-projected vibrational entropies (Satom

vib ) at 700 K
for the GB atoms. Here, atoms at a GB are regarded as “GB
atoms” if they have either coordination numbers different
from 12 or average bond lengths different by more than 1.4%
from that in the bulk. This threshold for the bond length was
empirically determined to extract all atoms constituting the
structural units for all GBs examined. The ANN prediction
[Fig. 8(a)] indicates that all data points, including those of
�13(320) and �13(510), are distributed close to the diagonal
line, with an MAE of 0.26 J K−1mol−1. The maximum error is
also reasonably small with 1.31 J K−1mol−1 for the �5(310)
atom, as labeled A.

Figure 8(b) indicates that the MEAM potential also
predicts Satom

vib with a reasonable accuracy as data points are lo-
cated near the diagonal line, with an MAE of 0.82 J K−1mol−1

for all data points. However, there are underestimated and
overestimated values, depending on each GB atom, and cer-
tain GB atoms exhibit noticeable deviations from the DFT
values. For example, data points A and B involve errors of
2.32 and 4.68 J K−1 mol−1, respectively. Such deviation may
become critical with increasing Satom

vib in prediction of thermo-
dynamic properties of GBs unless those errors are effectively
canceled, since large Satom

vib more significantly affects the tem-
perature dependence of the free energy.

The deviations in Satom
vib for the MEAM potential arise from

erroneous descriptions in partial phonon DOS. Two examples
are shown in Fig. 9. Atoms A and B in Fig. 8(a) are located
in the structural units in the insets in Fig. 9. For atom A
[Fig. 9(a)], the DFT and ANN curves indicate the largest peak
at 2.1 THz and the second largest peak at 4.7 THz, while
the MEAM potential predicts the largest peak to appear at
5.3 THz. For atom B [Fig. 9(b)], the DFT and ANN results
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FIG. 7. Lowest-energy structures predicted by the ANN potential for symmetric tilt GBs with the [001] and [11̄0] rotational axes. The
black lines and polyhedra represent structural units that are conventionally defined in the literature [53–55]. The rightmost panel shows the
lowest-energy �3(112) structure predicted from the MEAM potential.

indicate that the largest peak is at 0.9 THz and three minor
peaks are present in the range between 2.6 and 6.1 THz. For
the MEAM potential, the largest peak slightly deviates up
from the DFT curve by 0.4 THz, and also the positions of the
minor peaks are not consistent with those of the corresponding
DFT peaks. These errors are not canceled and consequently

FIG. 8. Errors in atom-projected vibrational entropies (Satom
vib ) of

GB atoms at 700 K for (a) the ANN potential and (b) the MEAM
potential. The lowest-energy structures in Fig. 7 were fully relaxed
by performing DFT or interatomic-potential calculations, and then
lattice dynamics calculations with the harmonic approximation were
performed using each of the methods. Note that �3(111) does not
have GB atoms and thus its data point is absent. It is also noted
that the MEAM result does not contain �3(112) values because the
MEAM lowest-energy structure is different from the lowest-energy
one for DFT calculations. The data points labeled A and B corre-
spond to the atoms whose partial phonon DOS is depicted in Fig. 9.

yield the large deviations in Satom
vib from the DFT value [see

Fig. 8(b)]. The other GB atoms also involve more or less
errors in partial phonon DOS, as shown in Fig. S2 in the
supplemental material [47].

Figure 10 plots the temperature dependence of γ based
on the harmonic approximation. The γ value at 0 K is set to
be zero. The slopes of the profiles arise from the vibrational
entropies of atoms as shown in Fig. 8. The ANN potential
more accurately predicts the temperature dependence of the
GB free energies by DFT calculations than the MEAM poten-
tial, except for �9(221). In addition, the errors of the ANN
potential are less than about 0.03 J/m2 at 800 K, demonstrat-
ing that it predicts GB free energies with high accuracy. It
is noted here that the profiles for �5(310) and �13(510) by
the MEAM potential are close to the ones by DFT despite the
errors in partial phonon DOS and thereby in Satom

vib , as indicated

FIG. 9. Partial phonon DOS for the GB atoms encircled in red
for (a) �5(310) and (b) �13(510), which correspond to atoms A and
B in Fig. 8, respectively.
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FIG. 10. Decrease in GB free energy (γ ) from the values at 0 K for each of the GBs examined.

by Figs. 8 and 9. It is speculated that underestimated and
overestimated Satom

vib values at the GB atoms are canceled by
summing those values, resulting in the MEAM results close
to the DFT values.

D. Finite-temperature energetics of GBs

The results in the previous section are based on the har-
monic approximation. This section discusses the energetics
of the GBs in MD simulations, for which anharmonic-
ity may become more pronounced with rising temperature.
Figure 11 shows MAE values of total potential energies eval-
uated from snapshots in MD simulations at 200, 400, 600, and
800 K. Figure 11(a) indicates that the ANN potential reason-

ably predicts total potential energies for all GBs, although
the MAE values for �5(310) and �9(221) are larger than
those for the other GBs. Table III lists the average MAEs
over all GBs at the respective temperatures. These values
are similar to each other regardless of temperature, rang-
ing between 0.9×102 and 1.1×102 J/m2, demonstrating the
transferability of the ANN potential to the entire temperature
range. Figure 11(b) indicates that the MAE values of the
MEAM potential depend strongly on the GBs and tempera-
ture, with large values for some cases. For example, the MAE
for �13(510) ranges between 1.0×102 and 1.4×102 J/m2,
whereas that for �11(113) is in the range of 6.4×102 and
10.4×102 J/m2; for �3(111), the MAE values are evaluated
to be 0.8×102 J/m2 at 200 K and 7.1×102 J/m2 at 800 K.

FIG. 11. MAE values of the total potential energies in MD simulations for (a) the ANN potential and (b) the MEAM potential with respect
to those by DFT calculations. These values are evaluated by averaging the errors of 20 snapshots during MD simulations. Note that the MAE
of total energy per atom for a system just provides an averaged values for bulk and GB atoms, and that errors due to bulk atoms are typically
very small. Thus, MAE values are seemingly small if one uses a GB simulation cell with a wide bulk region. To eliminate this effect and
quantitatively evaluate errors due to GB atoms, GB energies obtained by DFT and the ANN/MEAM potentials were compared. In this case,
the unit of an MAE value is given by J/m2.
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TABLE III. MAE values of total energies and atomic forces in MD simulations for all GBs examined.

MAE

Total energy (J/m2) Atomic force (meV/Å)

Temperature (K) ANN MEAM ANN MEAM

200 0.011 0.038 12.92 69.82
400 0.010 0.034 16.17 84.11
600 0.010 0.035 19.04 96.48
800 0.009 0.038 21.56 110.00

Figure 12 shows that the errors of the individual snapshots
used in Fig. 11 are evaluated at each of the temperatures for
�3(112) and �11(113). The results of the other GBs are
indicated by Fig. S3 in the supplemental material [47]. For
the ANN potential, the data points show no deviation from
the diagonal line at all temperatures. On the other hand, the
MEAM potential tends to underestimate the total energies of
�3(112) at lower temperatures of 200 and 400 K, whereas
it systematically overestimates the DFT values for �11(113)
at all temperatures. This suggests that the MEAM potential
is unable to accurately predict the total potential energies
depending on the temperature range or the GB types.

Figure 13 shows errors in atomic forces during MD simula-
tions at the different temperatures. Figure 13(a) indicates that
the ANN potential has MAE values ranging from 7.6 to 23.3
meV/Å, depending on the temperatures. These values are
around twice the bulk values listed in Table II, but they are still
comparable to those reported in a previous ML-potential study
that examined formation free energies for a monovacancy
in Al [23]. The MAE values for the different GBs are also
in the same level and are independent of the GB structures,
suggesting the predictive power of the present ANN potential
for the GBs.

FIG. 12. Errors in total potential energies during MD simulations
for (a) �3(112) and (b) �11(113).

For the MEAM potential [Fig. 13(b)], the MAE values are
larger than those of the ANN potential for all the GBs, ranging
from 28.2 to 128.3 meV/Å. For many of the GBs, the MAE
values exceed 100 meV/Å at 600 and 800 K, suggesting a less
predictive ability in terms of atomic forces for the GB atoms
(see also Table III). As an example of �5(210), Fig. 14 shows
the correlations atomic forces obtained by DFT. The MEAM
potential shows more scattered data points than the ANN
potential, with a tendency to underestimate DFT values for
large atomic forces at elevated temperatures. A similar trend
is observed for all GBs examined (Fig. S4 in the supplemental
material [47]) and for the perfect crystal (Fig. 5). This may
indicate that for GBs at high temperature, the slope of the
potential energy surface for the MEAM potential is entirely
smaller than the DFT result, and hence MEAM vibrational
modes have lower frequencies than DFT ones. Considering
the above results, the ANN potential is expected to be more
suitable to quantitatively examine GB thermodynamics at the
wider temperature range, as compared to the conventional
MEAM potential.

As provided in the supplemental material [47], an ad-
ditional analysis was conducted for more complex GBs
than [001]- and [11̄0]-axis STGBs. For this purpose, three
GBs were chosen: the �5(001) twist GB with a twist
angle of 36.87 °, the �39(7̄25)/[111] STGB, and the
�5(430)||(100)/[001] ATGB. The test data sets were gener-
ated by performing ANN-MD simulations in the same manner
as that mentioned above. The ANN potential is found to ex-
hibit a more excellent predictive performance than the MEAM
potential for all cases, with MAE values similar to those
shown in Figs. 11 and 13. This supports the idea that the
transferability of our ANN potential is not limited to specific
data sets of STGBs with the [001] and [11̄0] axes.

E. Application of ANN potential to complicated GBs

As a case study of complicated GBs for which DFT anal-
ysis is computationally demanding, the ANN potential was
applied to ATGBs. For an ATGB, two grains have differently
oriented planes at the interface while a STGB consists of two
grains in contact with crystallographically the same plane.
In actual polycrystals, ATGBs are most likely to be more
dominant than STGBs except for particular cases (e.g., �3
twin GBs). Thus, systematic analysis of free energies for
ATGBs is of importance for understanding thermodynamics
of polycrystals. To our knowledge, however, there are no
theoretical studies that have systematically examined ATGBs
at finite temperatures.
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FIG. 13. MAE values of atomic forces acting on GB atoms in MD simulations for (a) the ANN potential and (b) the MEAM potential.
Note that �3(111) has no GB atoms, and thus the atoms on the interfacial plane are regarded as GB atoms. The atomic forces are obtained
from the same snapshots used for calculating the MAE values in total energies (Fig. 11).

Here, ATGBs with the [001] and [11̄0] rotational axes
were examined by considering the systems of

∑ = 3, 5, 9,
11, and 13. Their lowest-energy structures were determined
by performing structural relaxation in the same manner as
mentioned in Secs. II B and II D. The obtained structures
agree with calculated structures for Cu [54,55]. The structural
data are provided in the supplemental material [47].

Figure 15 shows their thermodynamic quantities calculated
using the harmonic approximation with the ANN potential.
The crystallography of an ATGB is characterized by not only
the misorientation angle of two grains, as for STGBs, but also
the GB plane. The inclination angle 
 is thus introduced to
define the rotation angle of a GB plane about the tilt axis.
STGBs correspond to 
 = 0◦, 45◦ and 
 = 0◦, 90◦ for the
[001] and [11̄0] systems, respectively. For ATGBs belonging
to a � system, the misorientation angle is the same regardless
of 
, whereas the GB planes differ with 
. The GB energy at
0 K (γ 0) and the GB vibrational entropy (SGB) at T were also
defined in the same manner as γ in Eq. (5).

For ATGBs with
∑ = 3, 5, and 13, the computed and

theoretical values of γ 0 are close to each other, indicating
that these ATGBs ideally dissociate into STGBs with faceted
interfaces. For the �9 and �11 systems, on the other hand, the
computed γ 0 are lower than their theoretical values. This is
because �9 and �11 ATGBs favor dissociation into structural

FIG. 14. Errors in atomic forces of GB atoms during MD simu-
lation for �5(210).

units different from those for STGBs with the same � system.
These trends are similar to those in previous studies of ATGBs
in Cu and Al [54,55].

For the �5 and �13 ATGBs, the computed SGB and γ

follow their theoretical values, as might be expected. How-
ever, the �3 ATGBs indicate the computed SGB to be slightly
larger than the theoretical values, although all �3 ATGBs
examined dissociate into the �3(111) and �3(112) structural
units. The �11 ATGBs also exhibit a similar trend in SGB to
the �3 ATGBs. Interestingly, the SGB values of the �9 ATGBs
examined are entirely larger than those of the �9(221) and
�9(114) STGBs, which causes the γ curve to have a clear
cusp at 700 K for the �9(111)/(115) ATGB (
 = 35.3◦). This
suggests that �9 ATGBs are energetically higher than the
�9(221) and �9(114) GBs at 0 K but become more stable
at elevated temperature, due to the larger SGB. It thus may
be anticipated that favorable distributions of GBs show some
temperature dependence for certain � systems. For this issue,
further research will be needed by considering general GBs
and taking into account anharmonic effects.

To specify atoms having the largest impact on SGB for
�9(111)/(115), the SGB value is decomposed into Satom

vib for
each atom, as depicted in Fig. 16(a). It is found that the
atom located at the junction of two structural units has the
highest value of Satom

vib , as indicated by the black arrow. This
GB atom is 13-fold coordinated with an average bond length
of 3.01 Å. Such an atom, which is typically absent in the
lowest-energy structures of low-� STGBs, may be key to de-
termining thermodynamics of ATGBs with faceted interfaces.
Figure 16(b) compares the partial phonon DOS for the GB
atom with the largest Satom

vib and the bulk atom. The GB atom
is found to have a prominent peak at 1.7 THz, which is absent
for the bulk atom, and it shows phonons shifting toward low-
frequency modes. According to the harmonic approximation,
if phonons shift entirely toward lower-frequency modes, the
vibrational entropy generally increases [50]. Thus the strong
low-frequency peak for the GB atom results in a substantial
increase in Satom

vib and thereby in SGB for �9(111)/(115).
It is noted that the above analyses use only the lowest-

energy structures at 0 K as references to examine GB free
energies. Previous theoretical studies indicated that for a GB,
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FIG. 15. ANN prediction of GB energy at 0 K (γ 0), GB vibrational entropy (SGB) at 700 K, and GB free energy (γ ) at 700 K (the bottom
panels). The dashed lines represent the theoretical values when asymmetric tilt GBs ideally facet to the symmetric tilt GBs without energy
penalty [54,55].

certain metastable structures at 0 K become more stable than
the lowest-energy structure at 0 K with increasing tempera-
ture [9,11]. This may also occur for ATGBs because most of
the ATGBs examined are found to have multiple metastable
structures at 0 K. This issue should be addressed in future
work by applying ANN-driven lattice dynamics to not only
the lowest-energy structures but also metastable structures and
comparing their thermodynamic stability at each temperature.

IV. CONCLUSIONS

An ANN potential was trained using large amounts of
DFT data and was combined with structural relaxation, MD

simulation, and lattice dynamics calculation, with the goal of
achieving high-accuracy prediction with respect to thermody-
namic quantities for GBs in Al. The ANN potential was found
to accurately predict not only atomic structures and energet-
ics at 0 K but also partial phonon DOS and atom-projected
vibrational entropies for GB atoms, even for GBs absent in
the training data sets. The predictive power is also maintained
for total potential energies and atomic forces at not only low
but also high temperatures, at which anharmonic effects may
become non-negligible. The ANN potential is thus expected
to enable us to systematically understand vibrational proper-
ties and thermodynamics of general GBs in a wide range of
temperature.

FIG. 16. (a) Changes in Satom
vib from the bulk value for each atoms in the �9(111)/(115) ATGB. The atomic positions are viewed along

the [11̄0] direction. The black lines represent structural units. (b) The partial phonon DOS of the GB atom indicated by the black arrow in
Fig. 16(a). For comparison, the phonon DOS of the bulk atom is also plotted.
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For the MEAM potential, the lowest-energy structures
were consistent with the ANN and DFT ones except for
�3(112). However, the predicted relative stability of GB
structures involved errors and entirely underestimated DFT
values. For some GB atoms, the MEAM potential involved
erroneous reproductions of their partial phonon DOS, leading
to larger errors in Satom

vib than the ANN values. It was also found
that errors in MEAM free energy significantly varied with
individual GBs and temperatures. This will be an obstacle to
quantitatively examine more complicated GBs for which DFT
validation is not feasible. For MD simulations, MEAM atomic
forces for GB atoms exhibited entirely larger errors than the
ANN values, with MAE values exceeding 100 meV/Å at 600
and 800 K. Thus, although the MEAM potential can be used
to qualitatively predict low-energy atomic structures, it may
be difficult to use to quantitatively predict thermodynamic
quantities of GBs, particularly at high temperature.

The ANN potential was ultimately used to predict GB free
energies for ATGBs, as a case study of complicated GBs.

�9 ATGBs exhibited larger vibrational entropies than the
�9(221) and �9(114) STGBs, and as a result, they became
thermodynamically more stable than the �9 STGBs at ele-
vated temperatures. This may affect favorable distributions of
GBs in polycrystals at finite temperature.
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