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Polarons and electrical leakage in BaZrO3 and BaCeO3
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The proton conductors barium zirconate (BaZrO3, or BZO), barium cerate (BaCeO3, or BCO), and their alloys
have attracted considerable interest as solid-state electrolytes in solid-oxide fuel and electrolysis cells. However,
the reasons for their non-negligible electrical conductivity, which can limit their performance, are not fully
understood. To address that question, we use first-principles calculations based on density functional theory to
study the properties of hole and electron polarons in BZO and BCO. We confirm that hole polarons form in both
materials, slightly more favorably in BCO. Electron polarons, on the other hand, are stable only in BCO and in
Ce-containing alloys; in pure BZO, electron polaron states are unfavorable relative to free carriers, though they
become accessible when Ce impurities are introduced. In general, doped BZO and BCO will have negligible
electron concentrations, but larger concentrations of holes and hole polarons may be present. Avoiding extreme
O-rich conditions and limiting dopant concentrations are key strategies for reducing significant p-type electrical
leakage. Our results provide physical insights into the different electronic behaviors of BZO and BCO, which
can be used to optimize their performance as pure ionic conductors.
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I. INTRODUCTION

Proton-conducting oxides (PCOs) are among the best
solid-state conductors of hydrogen, making them attractive
electrolyte materials in ceramic fuel and/or electrolysis cells
[1–4]. Many PCOs have perovskite crystal structures and
chemical formulas that can be expressed as ABO3, where A
and B are distinct cations. Among these, barium zirconate
(BaZrO3, hereafter referred to as BZO) and barium cerate
(BaCeO3, or BCO) are among the most studied, with BZO
offering superior chemical stability and BCO having the high-
est conductivity [5,6]. Both BZO and BCO exhibit nearly pure
ionic conductivity, largely on account of their wide band gaps,
which is an important feature of an electrolyte.

It is generally proposed that protons (H+
i ) are introduced

into PCOs via the reaction [1]

V +2
O + H2O → 2H+

i . (1)

This expression implies that BZO and BCO must contain high
concentrations of oxygen vacancies (V +2

O ) during operation in
order to be protonated upon water exposure. To this end, BZO
and BCO are typically doped with elements such as Y, which
substitutes on the B-site as Y−

Zr or Y−
Ce [1]. Such acceptor

doping will shift the position of the Fermi level closer to the
valence-band maximum (VBM), which lowers the formation
energy and correspondingly raises the concentration of V +2

O
[7].
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BZO and BCO are often alloyed together in devices, yield-
ing an optimal combination of high conductivity and high
stability [8–12]. Several studies have shown that these alloys
prefer the cubic structure of BZO over the orthorhombic struc-
ture of BCO, even at low Zr contents [12–16]. Pure BCO
adopts the cubic phase at temperatures exceeding 1223 K [17],
but alloys can maintain the cubic structure at much lower
temperatures. It has been suggested by some that the cubic
structure may contribute to the improved chemical stability
of the alloys (relative to BCO) with respect to carbon impu-
rities [18], though other chemical factors are probably more
important [19].

BZO and BCO also exhibit different degrees of electri-
cal leakage during device operation. Both materials exhibit
almost-pure ionic conduction, although at elevated tempera-
tures, the fraction of electrical conductivity rises noticeably
[20]. In both materials, the conductivity of electrons is
extremely low (<10−10 S cm−1) [21–23], though the conduc-
tivity of holes can be sizable at certain conditions, including
high partial pressures of O2 and H2O [16,21,24–26]. In gen-
eral, hole conductivities have been reported to be higher in
BZO than in BCO [3,21,27].

The degree of electrical conductivity may be related to the
formation of hole polarons, which have been characterized
computationally both in BCO [28] and in BZO [29]. Their
formation may be stimulated by acceptor doping in these ma-
terials, which shifts the Fermi level toward the VBM, where
holes form more favorably. Hole polarons form on O sites in
these and other oxides, while electron polarons are expected
to form on B-site cations (Zr and Ce) and have only been
calculated for BCO [28,30]. It is distinctly possible that elec-
tron polarons cannot form in BZO due to the unfavorability of
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oxidizing Zr: in previous computational studies of Zr-doped
Fe2O3 [31] and TiO2 [32], it was shown that electrons pre-
ferred to localize on Fe or Ti sites rather than Zr sites; on the
other hand, extra electrons localized directly on other, more
readily reducible, dopant species (e.g., V, Sn, Sb).

In this work, we use computational tools to characterize po-
laron formation in BZO and BCO. We use density functional
theory (DFT) with a hybrid functional, which is necessary to
capture the electronic properties of semiconductors and insu-
lators accurately. To begin, we calculate the binding energies
of hole and electron polarons in BZO and BCO, consider-
ing both the metastable cubic phase of BCO as well as its
preferred orthorhombic phase, as cubic BCO can be consid-
ered to be the Ce-pure endpoint of cubic BZO–BCO alloys.
Our results are in good agreement with previous calculations
of polarons for orthorhombic BCO [28,30] and cubic BZO
[29]. We show definitively that electron polarons cannot form
in BZO, as they have a large, negative binding energy of
–0.95 eV, meaning that electrons will simply populate conduc-
tion band states. Furthermore, we expand upon previous work
by calculating polarons in the presence of alloy impurities,
thereby building a picture of polaron formation in alloys of
BZO and BCO. By considering the absolute band alignment
of BZO and BCO in conjunction with calculations in model
alloy structures, we show schematically how polaron binding
energies vary across the materials. Our results suggest Zr sites
exhibit a slight preference for hole polaron formation, which
becomes stronger in the limit of higher Ce contents.

Based on defect formation energies of dopants and native
point defects, along with carrier concentrations determined
by integrating the density of states (DOS), we calculate the
concentrations of relevant species and the Fermi level posi-
tions as a function of O chemical potential. In doing so, we
identify extreme O-rich conditions, corresponding to Fermi
levels close to the VBM, as being most likely to lead to
electrical leakage, due to the high resultant concentrations of
holes. In BCO and Ce-rich alloys, the preferability of polaron
formation coupled with their lower mobility likely contributes
to the lower hole conductivities reported in previous studies.
Our results provide physical insights into some of the sources
contributing to electrical leakage in BZO and BCO and their
alloys, which must be carefully taken into account in order
to optimize the performance of these materials as pure ion-
conducting PCOs.

II. COMPUTATIONAL METHODS

We perform DFT calculations [33,34] as implemented in
the Vienna Ab initio Simulation Package (VASP) [35]. In order
to obtain accurate results for electronic properties, we use the
hybrid exchange-correlation functional of Heyd, Scuseria, and
Ernzerhof (HSE06) [36], which provides superior accuracy
for electronic properties compared to approaches based on
the generalized gradient approximation (GGA). We use a
mixing parameter of α = 0.25 (representing the amount of
exact Hartree-Fock exchange used) for all calculations, ex-
cept where otherwise stated. While our hybrid DFT approach
does not perfectly describe f electrons, as are present in
Ce, we justify its use in that it yields excellent agreement
with experimental results for both structural and electronic

properties of BCO. Furthermore, we neglect the effect of
spin-orbit coupling, as it has previously been found to make a
negligible difference in the electronic properties of BCO [37].
We apply projector augmented wave (PAW) potentials [38,39]
with a plane-wave cutoff of 500 eV. The Ba 5s2 5p6 6s2, Sr
4s2 4p6 5s2, Zr 4s2 4p6 5s2 4d2, Ce 5s2 5p6 6s2 5d1 4 f 1,
and O 2s2 2p4 electrons are treated explicitly as valence. For
orthorhombic unit cells, each containing four formula units, a
4 × 4 × 3 k-point grid is used to integrate over the Brillouin
zone, while for cubic unit cells, containing one formula unit,
an 8 × 8 × 8 k-point grid is used. We use finer k-point meshes
to calculate the DOS, 10 × 10 × 8 for orthorhombic BCO
and 16 × 16 × 16 for BZO. For polaron and defect calcula-
tions, we construct 3 × 3 × 3 supercells for BZO and cubic
BCO, containing 135 atoms, and a 2 × 2 × 2 supercell for
orthorhombic BCO, containing 160 atoms. When defects are
added, we explicitly break the symmetry of the cell, and all
atoms are allowed to relax. For supercell and slab calculations,
a single special k point is used. Spin polarization is used for
all calculations.

A. Defect formation and concentrations

We calculate formation energies using the standard ap-
proach for point defects [45]:

E f (Dq) = Etot (D
q) − Ebulk +

∑
nAμA + qEF + �corr. (2)

Etot (Dq) is the total energy of a supercell containing defect
Dq; Ebulk is the total energy of the same supercell containing
no defects; nA is the number of atoms of species A added
(nA < 0) or removed (nA > 0) from the system to create the
defect; μA is the chemical potential of A; EF is the position
of the Fermi level; and �corr is a finite-size correction term
for charged defects [46,47]. To determine these corrections,
we use our calculated low-frequency dielectric constants of
57.25 for BaZrO3 and 98 for BaCeO3. The formation energy
determines the concentration of defects c via a Boltzmann
relation

c = Nsites exp

(
− E f

kBT

)
. (3)

Once the formation energies have been computed, the position
of the Fermi level can be determined by charge neutrality,
i.e., where there are equal concentrations of positively and
negatively charged defects.

The chemical potentials �μA are referenced to the en-
ergy of A in its bulk energetic ground state. For Ba, Zr, and
Ce, these are elemental solids, while for O, the ground state
is molecular O2. The values of �μO can be connected to
experimentally measurable partial pressures of O2 using the
expression

�μA = H0(T ) − T S0(T ) + RT ln
pA

p0
, (4)

where H0(T ) and S0(T ) are tabulated for gases like O2, pA

is the partial pressure, and p0 is the pressure at the standard
conditions used in the tabulation [48].

In addition to defect concentrations, we can also determine
concentrations of free carriers (i.e., electrons and holes) as a
function of Fermi level. We determine electron concentrations
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TABLE I. Calculated and experimental bulk properties for BaZrO3 and BaCeO3 in cubic and orthorhombic unit cells. Structural properties
and enthalpy of formation as expressed per formula unit (“per f.u.”).

Compound Unit cell Method a (Å) b (Å) c (Å) Volume (Å3/f.u.) �H f (eV/f.u.) E dir
g (eV) E ind

g (eV)

BaZrO3 Cubic HSE 4.20 74.12 –17.29 4.97 4.69
Expt 4.20a 74.09 –18.28b 5.0c

BaCeO3 Orthorhombic HSE 6.23 6.23 8.78 85.09 –16.89 4.15 4.15
Expt 6.23d 6.24d 8.82d 85.74 –17.52e 4.1f

Cubic HSE 4.43 86.86 16.71 4.44 4.20
Expt 4.45d 87.82

aReference [40]; bReference [41]; cReference [42]; dReference [17]; eReference [43]; fReference [44].

by integrating the calculated DOS near the conduction band
minimum (CBM), using the expression [49]

n =
∫ ∞

ECBM

gC(E ) f (E )dE (5)

with gC(E ) being the conduction band DOS and f (E ) being
the Fermi-Dirac occupation function. Similarly, for holes, we
determine the carrier concentration via

p =
∫ EVBM

−∞
gV(E )[1 − f (E )]dE , (6)

with gV(E ) being the valence band DOS.

B. Polaron calculations

We calculate polarons in supercells by changing the num-
ber of electrons and perturbing the atomic environments to
prompt charge localization. For a hole polaron, an electron
is removed, and Zr/Ce–O bonds are extended around one
O atom; for an electron polaron, an electron is added, and
Zr/Ce–O bonds are extended around one Zr/Ce atom.

Once the polarons have been stabilized, we calculate their
polaron binding energies, which quantify the energetic prefer-
ence for a free carrier to form a polaron. The binding energy
is related to the hypothetical formation energy of the polaron,
which we calculate using Eq. (2). Note that formation ener-
gies for polarons do not depend on the chemical potential,
as nA = 0. For hole polarons, the binding energy is simply
the negative of their formation energy at EF = 0 eV (i.e., at
the VBM), while for electron polarons, the binding energy is
the negative of their formation energy at EF = Eg (i.e., at the
CBM). As the polarons have charge q = ±1, these quantities
are equivalent to the distance from the VBM or CBM at which
the polaron formation energy becomes positive. If the binding
energy is positive, the polaron can form in the material, and
the more positive the energy, the greater the stability of po-
larons relative to delocalized carriers.

Additionally, we estimate the polaron migration barriers by
linearly interpolating between initial and final configurations
and calculating the energies of intermediate states, without
allowing for structural relaxation.

III. RESULTS

A. Bulk properties

We begin with our calculations of the bulk lattice con-
stants, enthalpies of formation, and band gaps, summarized

in Table I, for cubic BZO and for BCO in both its cubic
and orthorhombic unit cells. Our results compare well with
experimental data where available. The band gap of cubic
BCO has not been measured experimentally, and one previous
computational study reports a much smaller value (2.17 eV)
than we do [50]; however, this discrepancy is likely due to
their use of the GGA level of theory, which is known to
underestimate band gaps.

We plot the band structures for all three compounds, along-
side their DOS, in Fig. 1. In all three compounds, the VBM is
comprised predominantly of O 2p states; however, the CBM
states differ, with Zr d states comprising the CBM of BZO and
Ce f states doing the same for BCO. The Ce f bands have less
dispersion than do bands comprised of d states, giving rise to
a flatter CBM in BCO than in BZO. In BCO’s orthorhombic
unit cell, these f states are separated by approximately 0.5 eV
from the next-lowest conduction bands, which are primarily
composed of Ce d states and look qualitatively similar to the
Zr d CBM states of BZO. In cubic BCO, however, the Ce f
states overlap with the higher-lying d-state bands.

We summarize the effective masses for electrons (m∗
e ) and

holes (m∗
h) extracted from our band structures in Table II. In

general, our results show lower m∗
h and m∗

e in BZO as com-
pared to BCO. For m∗

h , we include values for the three highest
valence bands (VB1, VB2, and VB3), which are nearly degen-
erate at the VBM for the cubic structures; however, the VBM
in orthorhombic BCO is nondegenerate and, as such, we only
considered the highest valence band. As shown in Table II,
the hole effective masses are relatively large and anisotropic.
When considering these large effective masses alongside the
electronic and ionic dielectric constants in both BZO and
BCO, we can estimate hole polaron Fröhlich coupling con-
stants [51] on the order of 3 and 4, respectively, assuming an
effective optical phonon frequency of ∼700 cm−1, which is in
line with tabulated data from the Materials Project [52]. These
values strongly suggest that polaronic distortions mediate hole
transport in these materials. For electrons, the estimated cou-
pling constants are low for BZO (1.1) and much higher for
BCO (3.9), again suggesting a tendency for electron polaron
formation in BCO. In the following sections we show how
carrier trapping is indeed favorable in these materials and
consistent with this suggested behavior.

B. Polarons
1. Bulk polarons

We proceed in our investigation by calculating polarons in
BZO and BCO. As polarons have previously been calculated

015402-3



ROWBERG, LI, OGITSU, AND VARLEY PHYSICAL REVIEW MATERIALS 7, 015402 (2023)

(a)

(c)

E
ne

rg
y 

(e
V

)
E

ne
rg

y 
(e

V
)

E
ne

rg
y 

(e
V

)

Density of States (eV-1)

Density of States (eV-1)

Density of States (eV-1)

(b)

FIG. 1. Band structures and densities of states (DOS) for (a) cubic BaZrO3, (b) orthorhombic BaCeO3, and (c) cubic BaCeO3. Direct (E dir
g )

and indirect (E ind
g ) band gaps, listed in Table I, are labeled in the band structures.

in orthorhombic BCO, we begin there. Similarly to Swift
et al. [28], we find that both hole and electron polarons can
form readily. Their geometries are shown in Figs. 2(a) and
2(b). Hole polarons preferentially localize on an apical O

atom bridging two Ce atoms along the c axis, and they stretch
neighboring Ce–O bonds by 7.1%–7.3%. Hole polarons on
the crystallographically distinct planar O site are 55 meV
higher in energy, indicating a slight preference for localization
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TABLE II. Effective masses for holes and electrons (in units of the electron mass m0) evaluated in the vicinity of the valence and conduction
band extrema, respectively. For the VBM, this at R in BZO, slightly off � in orthorhombic BCO (�∗), and at � in cubic BCO.

Material Direction VB1 m∗
h (m0) VB2 m∗

h (m0) VB3 m∗
h (m0) Direction m∗

e (m0)

BaZrO3 R → � 0.96 0.43 0.43 � → X 0.26
R → X 1.18 0.48 0.36 � → M 0.25
R → M 2.68 0.19 0.19 � → R 0.20

Ortho BaCeO3 �∗ → � 5.03 � → X 2.94
�∗ → Z 1.05 � → Y 2.87

� → Z 3.54
Cubic BaCeO3 � → X 0.38 1.82 0.18 R → � 0.93

� → M 0.40 0.47 0.24 R → X 1.10
� → R 0.36 0.34 0.34 R → M 1.09

on the apical O atoms. By inspection, hole polarons have the
same O 2p character as the VBM. Similarly, electron polarons
derive from the Ce 4 f states of the CBM, localizing on a
single Ce atom and extending neighboring Ce–O bonds by
4.9%–5.3%. We compute polaron binding energies of 0.11 eV
for hole polarons and 0.74 eV for electron polarons. We
estimate a migration barrier of 0.17 eV for hole polarons
to move between the apical and planar sites (0.11 eV for
the reverse movement). For electron polarons, the migration
barrier ranges from 0.29–0.33 eV depending on the direction.

For cubic BZO, we localize the hole polaron on one
O atom [Fig. 2(c)], with O 2p lobes perpendicular to the
Zr–O bond, in similar fashion to orthorhombic BCO. The two
Zr–O bonds coordinated with the polaron are 4.8% longer
than in bulk BZO. We calculate the hole polaron binding
energy to be 0.08 eV. Thus, overall, our results suggest that
holes exhibit similar polaronic binding strengths of 0.11 and
0.08 eV in pure BCO and BZO, respectively. We estimate
its migration barrier to be 0.08 eV, which is roughly 1.5–2×
smaller than the barrier for hole polarons in BCO.

However, in BZO, the electron polaron state cannot be
localized using the same computational approach as with
BCO. Rather than localizing on a perturbed Zr atom, an extra
electron added to the system will be resonant with the CBM.
We confirm this finding with multiple approaches, including
the polaron self-interaction correction (pSIC) approach [54]
and the use of a larger supercell for BZO.

One other option we explore to stabilize the electron
polaron involves changing the value of the HSE mixing pa-
rameter α. Increasing α increases the band gap by shifting
the CBM higher in energy and the VBM lower in energy;
thus, it may be possible to separate the polaron state from
the conduction bands at high enough values of α. Indeed, we
find that α = 0.6 is sufficient to allow the electron polaron
to localize on a Zr d state, as shown in Fig. 2(d). Due to
the symmetry of d states, these polarons extend four of the
neighboring Zr–O bonds markedly more than the other two;
for α = 0.6, the four longest bonds are extended by 3.8%, and
the shorter two are extended by 1.1%.

As shown in Fig. 3, the binding energy associated with the
polaron state (referenced to the CBM position in the figure)
varies linearly with α over the range of values associated with
a localized polaron state; the same is true of the VBM and
CBM positions. Therefore, we extrapolate the polaron binding
energy for α = 0.25 by extending a linear fit to the data for

α � 0.6. In this way, we find the polaron binding energy to be
−0.95 eV for α = 0.25.

Describing polarons in cubic BCO is not straightforward,
given that the structure is dynamically unstable. Introduc-
ing any distortions that break the cubic symmetry prompt a
relaxation toward the stable orthorhombic crystal structure,
meaning that Ce–O6 octahedra are distorted throughout the
supercell. In particular, our attempts to stabilize hole polarons,
which distort only two Ce–O bonds and as such have lower
rotational symmetry than the cubic structure, cause significant
distortion in the structure. As such, we do not claim that
our calculations of polarons in the cubic BCO system are
quantitatively meaningful, although these results do highlight
the strong interplay between local distortions and polaronic
localization, particularly with holes. Such effects are expected
be more pronounced in alloys or doped phases that exhibit a
wider variation of local atomic environments that may foster
carrier trapping.

Electron polarons are perhaps most meaningful in this
context, as they do not disrupt the cubic symmetry of the
supercell. The electron polaron in cubic BCO localizes on
Ce 4 f states, much like in orthorhombic BCO, and it extends
the six nearby Ce–O bonds by 4.1%. We estimate a binding
energy of 0.64 eV and a migration barrier of 0.25 eV, both of
which values are slightly less than those in the orthorhombic
phase.

2. Polarons in BZO–BCO alloys

Polarons may interact with impurities, including alloy
species where Ce substitutes for Zr in BZO (CeZr) or Zr
substitutes for Ce in BCO (ZrCe). We calculate these polaronic
states in much the same fashion as bulk polarons, i.e., by
introducing some amount of atomic distortion and adding or
removing charge, starting from the relaxed neutral configura-
tion of the supercell containing a single alloy species (Ce0

Zr
or Zr0

Ce). In order to calculate the polaron binding energies,
we again use Eq. (2), but rather than referencing the for-
mation energy to the bulk supercell, we reference it to the
total energy of a supercell containing a single Ce0

Zr or Zr0
Ce

(i.e., Ebulk = Etot[Ce0
Zr] for BZO, and Ebulk = Etot[Zr0

Ce] for
BCO). We note that, in cubic BCO, introducing such states
disrupts the dynamically unstable structure; as such, we do
not consider polaronic alloy states in cubic BCO.
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FIG. 2. Structural representations of polarons in BCO and BZO. For orthorhombic BCO, the lowest-energy hole polaron is shown in (a),
and the electron polaron is shown in (b). For cubic BZO, the hole polaron is shown in (c), and the electron polaron (using an HSE mixing
parameter of α = 0.9) is shown in (d). Polaronic alloy states are also shown: for orthorhombic BCO, Zr+

Ce in (e) and Zr−
Ce in (f); for BZO, Ce+

Zr

in (g) and Ce−
Zr in (h). All images are generated using the VESTA 3 software [53].

We begin our discussion with ZrCe in orthorhombic BCO,
which is representative of the dilute alloy phase of BCO:Zr.
The hole polaron configuration Zr+

Ce is shown in Fig. 2(e).
It looks nearly identical to the bulk hole polaron, with

the localized O 2p state lying between one Ce atom and
the Zr impurity atom. Compared to bond lengths for Zr0

Ce,
the Zr–O bond length increases by 5.1%, and the Ce–O bond
length increases by 8.4%. We calculate a hole polaron binding
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FIG. 3. Extrapolation of the position of the electron polaron
binding energy in BZO, obtained by varying the HSE mixing pa-
rameter α, and using linear interpolation to track the change of the
eigenvalues associated with the VBM and CBM, and the polaron
binding energies. Eigenvalues are referenced to the value correspond-
ing to the VBM in the spin channel containing the polaron state, for
α = 0.25. �Epol, labeled in the figure, is the electron polaron binding
energy for α = 0.25.

energy of 0.31 eV for this species. The electron polaron con-
figuration Zr−

Ce is seen in Fig. 2(f). Notably, the Zr atom does
not host the polaron, which instead resides on the 4 f states
of a nearby Ce atom. This situation matches that observed
in materials like Fe2O3 and TiO2, where the native cations
are more readily reduced than Zr impurities [31,32]. The
Ce–O bonds neighboring the polaron extend by 4.3%–5.4%
relative to the equivalent bonds in the Zr0

Ce supercell, which
matches the effect of the electron polaron in bulk BCO. We
calculate a binding energy of 0.80 eV for this electron polaron.
Our calculations suggest that BCO:Zr leads to a more pro-
nounced stabilization of hole polarons, with binding energies
of 0.31 eV compared to 0.11 eV in pure BCO, while electron
polarons are more modestly stabilized (increase of 0.06 eV in
the polaron binding energy).

Next, we discuss CeZr in BZO, representative of the di-
lute alloy BZO:Ce. We show the hole polaron configuration
Ce+

Zr in Fig. 2(g). The energetically preferred configuration
sees the hole polaron lie between two Zr atoms, with the
Ce atom further away. We calculate the hole polaron bind-
ing energy to be 0.12 eV. Coupled with our result for BCO
showing hole polarons to prefer being close to the Zr impurity
atom, this finding implies that Zr provides a nucleation site
of sorts for hole polarons. The two Zr–O bonds around the
polaron increase in length by 5.0%, almost identical to the
hole polaron in bulk BZO. Conversely, the electron polaron
configuration Ce−

Zr, shown in Fig. 2(h), sees charge localized
on the impurity atom. The Ce–O bond lengths surrounding
the polaron increase in length by 3.3%; this bond stretching is
smaller than that of the electron polaron in BCO mainly due
to the smaller size of BZO’s lattice. Clearly, while electron
polarons in bulk BZO cannot be stabilized, the addition of Ce
makes them accessible, implying that they may be observed in
alloys. We find its binding energy to be 0.61 eV. These results
suggest that Ce incorporation into BZO has a modest effect
on hole stabilization (polaron binding energies of 0.12 eV vs

0.08 eV in bulk BZO), while electron localization on Ce is ex-
pected but weakened relative to that in pure BCO (0.61 eV vs
0.74 eV). Taken together with our results for BCO:Zr, carrier
trapping is expected to exhibit an anisotropy with respect to
composition, with hole localization preferring environments
containing Zr, and electron trapping preferred at Ce sites.

In order to confirm the preferential formation of hole po-
larons next to Zr atoms, we construct a cubic alloy supercell
containing roughly equal amounts of Ce and Zr atoms ran-
domly distributed on the B sites and create hole polarons on
various sites. The structure contains some intrinsic octahedral
distortion, which is primarily limited to the Ce–O6 octahe-
dra; however, these distortions are minimized by the presence
of Zr. Furthermore, unlike in cubic BCO, adding hole po-
larons does not affect the distortion significantly beyond the
neighboring cations. We place hole polarons on O atoms in
their three distinct coordination environments: between two
Zr atoms (Zr–O–Zr), between two Ce atoms (Ce–O–Ce), and
between one Zr atom and one Ce atom (Zr–O–Ce). Polarons
are most favored on Zr–O–Zr sites and least favored on
Ce–O–Ce sites, by about 0.5 eV on average. Additionally,
we estimate polaron migration barriers for one characteristic
pathway in the alloy supercell. The barrier between Ce–O–
Ce and Zr–O–Ce sites is 0.06 eV (0.30 eV for the reverse
movement); subsequently, the barrier between Zr–O–Ce and
Zr–O–Zr sites is 0.19 eV (0.53 eV in reverse); this result
implies that polarons will be trapped on Zr–O–Zr sites in
alloys. However, they can likely move between neighboring
Zr–O–Zr sites relatively easily, based on our calculated barrier
(0.08 eV) for bulk BZO. Thus, it seems likely that Ce-rich
alloys will have a lower hole polaron mobility than Zr-rich
alloys.

C. Band alignments

We next integrate our results for band structures and po-
laron binding energies to generate a comprehensive picture
of relative polaron positions across the three systems under
study here. To do so, we compute band offsets by following
the established approach of constructing heterostructures, in
this case of BZO and both cubic and orthorhombic BCO
[55,56]. We specifically follow the procedure described in
Ref. [57], whereby the electrostatic potential offset is deter-
mined using strained heterostructures calculated at the GGA
level of theory for computational efficiency. Coupling these
offsets with the HSE band structures (calculated for strained
geometries) yields results with very low error relative to an all-
HSE approach. In our calculations, we take cubic BZO as the
substrate structure, meaning that cubic and orthorhombic
BCO structures are strained to BZO’s lattice in the het-
erostructures.

The band alignment we obtain is shown in Fig. 4, with the
positions of the VBM and CBM indicated as black lines for all
three systems. Our computed band offsets are indicated in the
figure. BZO and orthorhombic BCO exhibit a type I offset,
wherein the band extrema of BCO fall within the band gap
of BZO; however the positions of the VBMs are very similar
(within 0.03 eV), with the CBM offset more significant. BZO
and cubic BCO also exhibit a type I offset, although in com-
paring those two band structures, the positions of the CBM
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FIG. 4. A band offset diagram showing the absolute alignments
for cubic BaZrO3, orthorhombic (“o”) BaCeO3, and cubic (“c”)
BaCeO3. Conduction and valence band states are shaded gray. The
energy scale is referenced to the VBM of BaZrO3. For BaCeO3,
the positions of the VBM and CBM relative to those of BaZrO3

are labeled. Polaron levels based on calculated binding energies are
also shown, with hole polarons labeled as O+ in blue and electron
polarons labeled as Ce− or Zr− in orange. Polaron states resulting
from alloying are shown with dashed lines; other than Ce−

Zr, these
dashed lines are not specifically labeled.

are very close (within 0.08 eV), while the VBMs are further
apart.

This result has potential implications in BZO–BCO alloys,
which can approximated from linear interpolations of the
parent BCO and BZO end compounds. Considering the cubic
phases for BZO–BCO alloys, band transport for holes would
preferably be driven to more Ce-rich regions, considering the
higher VBM of these materials on an absolute energy scale
in Fig. 4. Combined with the propensity for hole trapping by
Zr in Ce-rich materials, it is likely that hole conductivities
will be lower in Zr-poor BZO–BCO alloy compositions, or
phase-segregated regions with lower Zr contents. In terms of
electron conductivity, the similar conduction band positions
and strong electron trapping by Ce regardless of composition
indicate very poor electron mobilities.

We also show the polaron binding energies for each ma-
terial relative to their respective band extrema (hole polarons
O+, and electron polarons Zr−, Ce−, and Ce−

Zr). The binding
energies for polaronic alloy states are shown with dashed
lines. Other than Ce−

Zr, for which the polaronic state is local-
ized on the impurity, we do not label these lines explicitly,
as the polaron configurations are almost identical to those of
the bulk compounds. We note that, among the three polaronic
alloy states that resemble bulk polarons, the binding energy
only differs significantly (by more than ≈0.05 eV) for hole
polarons in orthorhombic BCO; this sizable difference may
be due to the intrinsic distortion introduced by the neighbor-
ing Zr impurity, which makes the hole polaron even more
energetically preferable. In general, the polaron positions are
roughly equidistant from their band extrema in all three sys-
tems, although orthorhombic BCO appears to have the most
accessible polaron states based on their relatively high binding
energies.

D. Defect concentrations and Fermi level positions

Ultimately, the appearance of polarons and free charge car-
riers will be tied to the processing conditions and Fermi levels
in devices. To understand how these factors are intertwined in
BZO and BCO, we conduct an analysis based on formation
energies [Eq. (2)] and concentrations [Eq. (3)] of defects to
examine how the defect and carrier concentrations change as
a function of temperature and chemical potential.

We show our results for defect concentrations and resulting
equilibrium Fermi levels in Fig. 5. For Y−

Zr and Y−
Ce, we

fix the impurity concentration at 20 at.%, corresponding to
compositions BaZr0.8Y0.2O3 and BaCe0.8Y0.2O3, respectively,
which are among the most heavily doped samples commonly
reported in the literature [3]. We assume a fixed temperature
of 900 K, which is close to typical operating temperatures for
BZO- and BCO-based fuel and electrolysis cells [4,11], and
allow the O chemical potential to vary from �μO = −4 to
0 eV. We indicate the partial pressures corresponding to each
value of �μO, determined with Eq. (4), on the upper x axis
in Fig. 5. For both BZO and BCO, we show concentrations
at intermediate chemical potential conditions, averaging be-
tween the Ba-rich and Ba-poor limits identified in previous
work [7,28]. We explicitly determine that defect concentra-
tions at the Ba-rich and Ba-poor limits are very similar to
those at these intermediate chemical potentials. We use defect
formation energies calculated previously [7,28] to generate
these plots, supplemented by new calculations here for cation
antisite defects (Ce+2

Ba and Ba−2
Ce ) and Y+

Ba in BCO, for which
formation energies had not been calculated in prior work. For
VO, we apply a finite-temperature correction by accounting
for vibrational free-energy effects, using the results of Sundell
et al. to obtain a modest formation energy increase of 0.13 eV
[58]. We apply this same correction to VO in BCO.

In BZO [Fig. 5(a)], we see that the defect chemistry will
be dominated by Y−

Zr and V +2
O . V +2

O maintains the same
concentration throughout the range of O chemical potentials
shown. Among free carriers, electrons (e−) have negligible
concentrations, while holes (h+) are considerably more preva-
lent, increasing in concentration for more O-rich conditions,
though they never surpass V +2

O as the dominant donor species.
This result matches expectations from experiments, which
show an increase in hole conductivity as O2 partial pressures
increase [26].

In BCO [Fig. 5(b)], we again observe Y−
Ce and V +2

O dom-
inating the defect chemistry for most chemical potential
conditions. However, Ce+2

Ba antisite donors will also be preva-
lent. This result is noteworthy, considering that such antisite
defects have not been calculated before but clearly are relevant
to the defect chemistry. Similarly, “wrong-site” dopant species
Y+

Ba have reasonably high concentrations, in contrast to the
much higher formation energy of such species in BZO. Again,
e− concentrations are negligible, and h+ concentrations are
similar to those in BZO.

In addition to tracking changes in defect concentrations, we
also observe a monotonic decrease in the Fermi level relative
to the VBM with higher oxygen partial pressures (increasing
�μO), both for BZO and for BCO. Naturally, as the Fermi
level approaches the VBM, e− concentrations drop, and h+
concentrations rise. A Fermi level roughly 1 eV above the
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FIG. 5. Defect and carrier concentrations and Fermi level (EF )
positions relative to the VBM under intermediate chemical potential
conditions in (a) BZO, (b) BCO, and (c) Ba(Zr0.5Ce0.5)O3 alloys,
for which concentrations are estimated by interpolating formation
energies in BZO and BCO. A constant temperature of 900 K is
assumed for each plot.

VBM will give rise to h+ concentrations of approximately
2.3 × 1015 cm−3 in BZO and 4.6 × 1015 cm−3 in BCO. This
Fermi level will be reached at slightly below ambient con-
ditions in BZO (PO2 = 6.4 × 10−2 atm), but it will require
higher PO2 in BCO (9.4 × 101 atm). At ambient partial pres-
sures (PO2 = 100 atm), the h+ concentrations will be similar,
4.5 × 1015 cm−3 in BZO (with a Fermi level of 0.95 eV above
the VBM) and 1.5 × 1015 cm−3 in BCO (with the Fermi level
being 1.09 eV above the VBM).

Finally, in Fig. 5(c), we provide a concentration plot for
a Ba(Zr0.5Ce0.5)O3 alloy. To create this plot, we assumed
that the formation energies of equivalent species (YZr and
YCe are considered equivalent here) are the average of their
formation energies in pure BZO and BCO. Similarly, the free
carrier concentrations are averaged to approximate the carrier
concentrations in the alloyed system. We reference the Fermi
level to the VBM of BCO, and to calculate the corresponding
carrier concentrations in BZO, we apply the band offset deter-
mined in Fig. 4. The trends are very similar to those in bulk
materials. Concentrations for V +2

O remain high, as desired,
while those for free carriers are in between those of pure
BCO and BZO. A Fermi level of 1 eV above the VBM can
be achieved at PO2 = 2.4 atm, leading to h+ concentrations
of about 3.0 × 1015 cm−3, while at PO2 = 100 atm, the h+
concentration will be about 2.4 × 1015 cm−3, with the Fermi
level roughly 1.02 eV above the VBM.

IV. DISCUSSION

As seen by their absence in Fig. 5, electron concentrations
will be negligibly small when BZO and BCO are doped with
an acceptor species like Y. Increasing their concentrations
would require Fermi levels much closer to the CBM, which
in turn requires extremely O-poor conditions; such conditions
will be difficult to achieve in practice, due to the need for
water exposure during device operation. The low electron con-
centrations will correspond to low concentrations of electron
polarons, as well. In pure BZO, electron polarons will not
form on account of Zr’s propensity as an element not to be
reduced. Ce, on the other hand, can change its oxidation state
relatively easily from Ce(IV) to Ce(III), giving rise to acces-
sible electron polaron states in BCO. These states transfer
directly to BZO; that is, when Ce substitutes for Zr, electrons
can localize on Ce atoms within the band gap. The binding
energies for these polaronic states are fairly large, suggesting
that if conditions are favorable for electrons to be present, po-
larons will likely form. While there are some literature reports
suggesting the presence of electron polarons in BCO, their
concentrations are low and indeed require O-poor conditions
[21,59,60].

However, hole polarons and free holes will be more promi-
nent when the Fermi level is shifted closer to the VBM,
which is a consequence of doping strategies intended to raise
V +2

O concentrations [7,28]. Such Fermi levels require O-rich
conditions, according to Fig. 5. When used in a fuel cell,
BZO and BCO are exposed to O-rich conditions near the
cathode, which is directly exposed to O2 gas; thus, the risk of
p-type electrical conductivity is likely highest at the cathode,
though it may still persist throughout the electrolyte. In an
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electrolysis cell, the presence of H2O at the cathode side may
also lead to more O-rich conditions and contribute to high
p-type electrical conductivity.

Literature reports have shown that hole conductivity is
higher in BZO than in BCO, and that for alloys, hole conduc-
tivity decreases with increasing Ce concentration [3,21,27].
However, our results show that carrier concentrations are
roughly equal in BZO and in BCO under similar conditions,
meaning that concentrations alone do not explain the observed
trends. One reason that hole conductivity in BZO may be
higher than in BCO relates to the formation of hole po-
larons. As we have discussed, hole polaron binding energies
in BCO are larger than those of BZO; thus, we expect a
higher proportion of hole polarons relative to free carriers
in BCO. The polaron binding energy rises as dilute alloy
species are added to BZO:Ce and (especially) BCO:Zr, indi-
cating a stronger preference for polaronic trapping in alloys
compared to the bulk compounds. Polarons are generally far
less mobile than free carriers, meaning that higher proportions
of self-trapped holes should severely limit the electrical con-
ductivity. Hole polaron mobility will be reduced for systems
containing more Ce, as we found previously in the context of
alloys, as polarons will be trapped by even dilute amounts of
Zr.

If hole polarons are present in high concentrations, they
can form complexes with acceptor species or other defects
[28,29], potentially interfering with proton conduction as well
as electrical conductivity. As a result, it may be worthwhile
to investigate alternative dopants that introduce fewer holes
and hole polarons than Y. Doing so would lead to lower
V +2

O concentrations, which per Eq. (1) are used to incorporate
protons. However, one could imagine a more direct route to
introducing protons into these materials that does not require
V +2

O , but rather achieves charge neutrality with H+
i as the

compensating donor species. Such an approach, potentially
achieved by exposing the material directly to dry H2 during
synthesis, has attracted speculation in the past [61]. At least in
BZO, H+

i has a lower formation energy than V +2
O [7], meaning

that a lower-energy acceptor dopant could achieve similar
concentrations of protons via direct incorporation while re-
quiring lower dopant concentrations, and, ergo, lower hole
concentrations, than those discussed here for Y.

V. CONCLUSION

In summary, we have investigated some of the factors
contributing to electrical leakage in BZO and BCO, including
from free carriers and the formation of polarons. We primar-
ily considered the phases of BZO and BCO most stable at

ambient conditions, although we also commented on the dy-
namically unstable cubic BCO phase, which has relevance to
BZO–BCO alloys. Hole polarons, forming on the 2p orbitals
of O atoms, can form in both materials, and are found to
be further stabilized in the vicinity of Zr in alloys. Electron
polarons form on Ce 4 f orbitals in BCO; however, they cannot
be stabilized on Zr 4d states in pure BZO, as the polaron bind-
ing energy is predicted to be less favorable than free electrons
by approximately 1 eV. Alloying BZO with BCO can make
electron polaron states accessible, however, as electrons can
localize on Ce impurities.

In Y-doped BZO and BCO, electrons and electron po-
larons will form in negligibly small amounts. However, the
position of the Fermi level even under standard atmospheric
conditions will give rise to much higher hole concentrations.
These concentrations increase for high O2 partial pressures;
thus, such conditions should be avoided. The low hole polaron
binding energies mean that large quantities of these free holes
will likely form as polarons, particularly in BCO. The lower
mobility of hole polarons compared to free holes will limit
the p-type electrical conductivity, and we find that the polaron
mobility will be lower in systems containing large amounts
of Ce. In addition to avoiding O-rich conditions, limiting the
doping levels will reduce the hole concentrations. Doing so
will also limit V +2

O concentrations; thus, it may be valuable
to investigate alternative avenues for proton incorporation,
which may not require such large dopant concentrations. Such
efforts may be valuable for optimizing the performance of
BZO–BCO alloys and related materials as proton conductors.
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