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SiGe alloys, widely used in various technological applications, are typically interfaced with a thermally
grown oxide layer that is composed of SixGe1−xO2, a composite material which is also used for technological
applications in its own right. Point defects in this oxide layer influence the electronic and structural properties,
which can detrimentally affect the desired application. In this paper, we use ab initio calculations to investigate
the canonical oxygen vacancy in systems of varying compositions of SixGe1−xO2. We find that the electronic
structures and geometries of the vacancies remain qualitatively similar to their well-known analogs in SiO2

and GeO2 regardless of the composition and similar to previous results in the literature on Ge-doped SiO2.
They show a wide distribution of formation energies and one-electron levels across the various concentrations
of SixGe1−xO2. However, our results show that the factor defining their quantitative behavior is not the con-
centration, rather it is the chemistry of the atoms around the vacancy, each combination of which has its own
distribution of properties. The resulting charge transition levels similarly cover a wide range of the band gap.
These results aid the understanding of reliability issues in technological applications.
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I. INTRODUCTION

Silicon forms the basis of an immense range of technolo-
gies due to its abundance, electronic and optical properties,
and the stability of its native oxide [1–7]. The contin-
uous miniaturization of Si-based electronic devices, now
approaching its physical limits, has led researchers to explore
alternative material combinations. The ability to change and
regulate optical properties in mixed SiGe systems has led to
investigations of alternative material systems. Combining Si
and Ge allows one to modify and fine tune the material’s
properties, opening up a wider range of possible applications
[8].

In these applications, the effects of point defects can sig-
nificantly alter the material’s expected behavior. For example,
in electronic devices, recent atomistic simulations provided
insight into the mechanisms of Si-H dissociation leading to
a point defect that causes reliability issues [9,10]. A fur-
ther example comes from the fabrication of optical fibers,
where germanosilicate glasses of the form SixGe1−xO2 are
widely used [6,7,11,12]. In Ge-doped silica fibers, defects
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lead to radiation-induced attenuation that is pronounced in
the UV range [7]. This attenuation is thought to be caused
by Ge-related defects rather than Si and could be related to
the oxygen vacancy. With the presence of varying concentra-
tions of Ge in novel devices and applications, understanding
how oxygen vacancies behave in varying concentrations of
SixGe1−xO2 can help to assess their role in detrimental issues
[13–15].

On a more fundamental level, atomistic simulations have
provided great insight into the behavior of vacancies in pure
amorphous (a-) SiO2 and a-GeO2. The oxygen vacancy, which
was discovered experimentally in the 1950s, is a prototypical
defect in both SiO2 and GeO2 [16–19]. Calculations show
that the neutral vacancy can be found in crystalline (c) and
amorphous (a) a-SiO2 and consists of an Si-Si dimer, with a
bond length of around 2.4 Å depending on the method used
[20–22]. It consists of a fully occupied bonding orbital and an
empty antibonding orbital. It can therefore go on to capture
either a hole or an electron to form a positively or negatively
charged state. The positively charged state in both c- and
a-SiO2 consists of two metastable states, typically denoted
as the dimer and the puckered configuration in the literature
[23–28]. They are correlated with the E′

δ and the E′
γ signals

measured by electronic paramagnetic resonance [29]. The E′
δ

(dimer configuration) has been characterized as a slightly ex-
tended Si-Si bond due to the lack of an electron in its bonding
orbital. In contrast, the E′

γ (puckered configuration) is a 3-
coordinated Si with a single electron in a dangling bond facing
a positively charged Si atom that relaxes through the plane
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of its oxygen neighbors to interact with an O atom that sits
nearby. In c-SiO2, the puckered configuration is more stable,
while in a-SiO2, it depends on the location in the matrix where
it is formed [27]. In GeO2, the vacancy behaves quite simi-
lar to SiO2 [30–32]. However, they can undergo conversion
reactions, resulting in the formation of other experimentally
measured defects [33]. Calculations made on Ge-doped (2.8%
mol) SiO2 show that the oxygen vacancy behaves similar
to its analog in pure a-SiO2 and a-GeO2, with quantitative
variations in its geometry and electronic structure [34]. The
vacancies in Ge-doped SiO2 were shown to have a lower for-
mation energy when formed from an initial Ge-O-Si moiety
along with slightly longer average bond lengths. However, a
systematic analysis of the behavior of oxygen vacancies in
varying compositions of SixGe1−xO2 is still lacking.

Here, we use ab initio calculations to build upon previ-
ous simulations in the literature and systematically explore
a canonical defect, the oxygen vacancy, in SixGe1−xO2 with
varying values of x. The well-known defect in both crystalline
and amorphous SiO2 is characterized by the lack of an O
atom between two Si atoms [27,28,31,35]. We show that the
vacancy persists across all concentrations of SixGe1−xO2 with
a qualitatively similar geometrical structure. It is able to trap
both positive and negative charges as in a-SiO2 [27,35]. At
a first glance, the defects’ atomic and electronic structures
appear to vary widely as x changes in SixGe1−xO2; however,
we show that its properties primarily depend on the atom
types involved in the vacancy. Their formation energies were
calculated in all three charge states and shown to mainly
depend on the surrounding atoms and the distance between
them, with vacancies surrounded by two Ge atoms tending
to be lower in energy. The thermodynamic charge transition
levels were calculated and shown to cover a large section of
the SixGe1−xO2 band gap. Unlike the a-SiO2 vacancy, those
in SixGe1−xO2 have Kohn-Sham levels and charge transition
levels that sit further away from the SixGe1−xO2 valence band
and would, therefore, sit closer to the band edges of the Si
or SiGe substrate when used as a gate dielectric in electronic
device applications. These results suggest that the O vacancy
could play a more substantial role in electronic device relia-
bility issues and optical device design due to its wide range of
properties.

II. METHODS OF CALCULATIONS

In this paper, oxygen vacancies in SixGe1−xO2 systems
were studied using density functional theory (DFT). In order
to prepare the mixed SixGe1−xO2 systems, we start from a
periodic cell of a-SiO2 containing 216 atoms prepared using a
melt-and-quench method [36]. In order to remove any residual
strain in the model structures, the cell vectors were optimized.
We note that due to the small sample size relative to the
long-range order of the amorphous material, the resulting cells
are not exactly orthorhombic, with the angle between cell
vectors varying between 89.5◦ and 91.5◦. To create varying
concentrations of SixGe1−xO2, Si atoms were replaced by the
appropriate number of Ge atoms followed by an optimization
of the cell vectors. One cell each consisting of concentrations
of 0%, 25%, 50%, and 100% Si were used in this study.

Models of a-SiO2 were used as a starting point since the
structure of a-SiO2 and a-GeO2 have been shown to be quali-
tatively similar [37]. However, certain aspects of the structure
cannot be described using this approach; for example, the
increased concentration of three-membered rings in a-GeO2

compared to the original a-SiO2 structure that was used [37].
This should have a small quantitative effect on the results,
as the local and medium structure—described by the bond
lengths and angles as well as the structure factors—is still well
described in our approach. For each concentration studied, a
vacancy was created at each possible site by removing an oxy-
gen atom. This resulted in 144 configurations of the vacancy
for each concentration of SixGe1−xO2. An O atom is bound
to two cations. We classify the vacancy here by the chemical
identity of the two atoms that were bound to the O before it
was removed. For example, an O atom bound to one Si and
one Ge atom would lead to an Si-Ge-type vacancy upon the
removal of the O.

The geometric and electronic properties of vacancies in
SixGe1−xO2 were calculated using DFT as implemented in
the CP2K code [38]. All calculations were sampled at the
� point only and used the Gaussian plane-wave (GPW)
method [39]. Both a Gaussian and a plane-wave basis set
were therefore used to describe the Kohn-Sham orbitals and
the resulting electron density. The plane-wave cutoff in these
calculations was set to 17.7 ×103 eV (1300 Ry), as the to-
tal energy was clearly converged at that point in both SiO2

and GeO2 systems. The Gaussian basis sets used to describe
Si, Ge, and O atoms are the double-ζ basis sets, which
are known in the CP2K code as the molecular optimized
(MOLOPT) basis sets [40]. Goedecker-Tetter-Hutter (GTH)
pseudopotentials were used to describe the core electrons of
all the atoms. Exchange and correlation were calculated us-
ing the hybrid, long-range corrected Perdew-Burke-Ernzerhof
Truncated Coulomb Long-range Corrected (PBE0_TC_LRC)
functional with the Coulomb operator truncated to a radius of
2 Å and a 25% proportion of Hartree-Fock exchange (HFX)
[41]. To mitigate the expense of calculating the integrals
required for the HFX, the auxiliary density matrix method
(ADMM) was used [42]. It assumes that the difference in
calculating HFX on two basis sets, one of which is smaller and
faster converging, is approximately the same as the difference
in exchange calculated at the PBE level. Adding this differ-
ence to the HFX calculated on the smaller, auxiliary basis
set results in a good estimation of the HFX in the full basis
set. In our test calculations on a cell of a-SiO2 containing 216
atoms, the difference in HFX using the full basis set and the
ADMM method was of the order of 10 meV. The auxiliary
basis sets used for all atoms are known as pFIT3 in the CP2K

code. The electronic structures were converged to within a
tolerance of 3 × 10−6 eV. All cell and geometry optimizations
were performed using the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) algorithm to minimize forces on atoms and the cell to
within 37 pN (2.3 × 10−2 eV Å−1).

To characterize the thermodynamic properties of the de-
fect, the formation energy was approximated as [43]

Efor (εF, q)=Edefect (q) − (Ebulk + μO) + q(εF+�V )+Ecorr,

(1)
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where Edefect (q) is the total energy of the defective system
in charge state q, Ebulk is the total energy of the defect-free
system, μO is the chemical potential of an O atom calculated
using the same method, εF is the Fermi level referenced to
the top of the SixGe1−xO2 valence band, �V is a potential
alignment term, and Ecorr is a correction term for the periodic
interaction between localized charges in charged systems. In
order to calculate the chemical potential of the O atom, we
used half of the energy of an oxygen molecule in a cell with
fixed boundary conditions; it effectively describes the chem-
ical potential of O in an O-rich environment and inevitably
includes the binding energy of the molecule. The �V term
was found to be negligible (<0.05 eV) in our systems and was
therefore ignored. We used the method proposed by Lany and
Zunger to calculate the charge correction. This was due to its
ability to describe the interaction between a localized charge
and extended delocalized screening charge density [44,45].
The correction was calculated for each cell as

Ecorr =
[

1 − π

3α

(
1 − 1

ε

)]
q2α

2εL
, (2)

where ε is the macroscopic dielectric constant of the material,
q is the charge of the cell, α is the Madelung constant for a
single charge in a periodic array, and L is the supercell length.
As our cells are very close to being numerically orthorombic,
we use an arithmetic average of the magnitude of the cell
vectors, which varied by 2% at most. As an estimate for the
dielectric constant of the varying compositions, we interpolate
linearly from its experimental values between a-SiO2 (3.9)
and a-GeO2 (5.9). We note that the correction used here is
similar in magnitude to the Freyholdt, Neugebauer, and Van
de Walle correction [45,46] and is similar to results seen in
the literature for defects in crystalline materials [47].

III. RESULTS

We begin by characterizing our SixGe1−xO2 samples. The
structural and electronic properties of both a-SiO2 and a-GeO2

have been studied very well over the past few decades, both
experimentally and theoretically. It has a band gap of around
8.9 eV with the top of the valence band being mostly com-
posed of O nonbonding p and the bottom of the conduction
band being made of Si d states. The electronic structure of
a-GeO2 is very similar, but with the bottom of the conduc-
tion band being composed of Ge d states and a reduced
band gap of ≈5.6 eV. Our calculations confirm this qualita-
tive behavior, but the calculated band gaps for a-SiO2 and
a-GeO2 are slightly underestimated compared to the experi-
mental values in the literature. Adjusting the amount of HFX
exchange can be used to obtain a more accurate band gap
compared to experiment; however, the standard formulation of
the PBE0_TC_LRC functional was used throughout this work
to ensure the comparability of the results across all structures.
The band gap was calculated as the difference between the
energies of the highest occupied and lowest unoccupied states.
In pure a-GeO2, the calculated band gap was 5.50 eV, while
that of a-SiO2 was 8.22 eV, as can be seen in Table I. As
the Si concentration was changed, the system’s electronic
structure remained qualitatively the same as described above,
with quantitative differences summarized in Table I.

TABLE I. Structural and electronic properties of the simulated
SixGe1−xO2 cells. The concentration indicates the number percentage
of Si atoms. Ge-O and Si-O indicate the respective bond lengths with
their standard deviations, σ , both of which are measured in Å. ρ is
the cell density measured in g cm−3 and Eg indicates the band gap
which was measured in eV.

Concentration Ge-O σ (Ge-O) Si-O σ (Si-O) ρ Eg

0% 1.744 0.010 N/A N/A 3.37 5.50
25% 1.742 0.011 1.615 0.0099 3.08 5.79
50% 1.741 0.013 1.615 0.010 2.83 6.17
75% 1.736 0.014 1.614 0.012 2.52 6.64
100% N/A N/A 1.613 0.013 2.20 8.22

We note that there is a large drop in band gap on going
from 100% to 75% Si that has also been reported in previous
calculations [48]. This can be explained as a transition from a
molecular orbital picture to a band theory view. Considering
that a-SiO2 has a larger band gap than a-GeO2, adding a
single Ge atom to pure a-SiO2 introduces localized molecular
orbitals, including an antibonding orbital, that sit below the
a-SiO2 band gap. As the concentration of Ge atoms increases,
a band begins to form whose dispersion increases with the
number of added Ge atoms. Therefore, the initial introduction
of Ge appears as a large drop in the band gap due to the
energetically lower Ge antibonding states. This band’s width
increases more slowly than the initial drop and explains why
the band gap changes less drastically between 75% to 0% Si
atoms. The densities of states of the various concentrations are
included in Fig. 1 of the Supplemental Material and show this
effect [49]. Indeed, visualizing the lowest unoccupied states in
the 75% Ge system shows that it is partially localized mainly
over the Ge atoms (see Fig. 2 of the Supplemental Material
[49]). The oxygen states that make up the top of the valence
band are qualitatively rather similar regardless of whether it
has Si or Ge neighbors. As the concentration of Si increases,
however, the O atoms bound to Ge tend to have deeper states
in the valence band (see Fig. 1 in the Supplemental Material
[49]).

In pure a-GeO2 models, the average Ge-O bond length was
calculated as 1.74 Å, while the average Si-O bond length is
relatively shorter, averaging at 1.61 Å in pure a-SiO2. Both
bond lengths have very small standard deviations which do not
exceed 0.02 Å. Changing the concentration of the SixGe1−xO2

system affects these bond lengths in similar ways. As the
concentration of Si increases, the Si-O bond length shortens
until it reaches its equilibrium length in pure a-SiO2, while
the Ge-O bond length shows the opposite behavior. One can
view this as the bond length being modified by the dominating
species in the system. However, we note that these changes
in bond length are relatively very small. The larger Ge-O
bond length results in the cell volume increasing as the Ge
content increases; however, due to the much higher mass of
Ge, the density of the system increases. The range of densities
reported in Table I is very similar to the 2.17 to 3.63 g cm−3

reported in the literature [32,48].
To quantify the long-range order, the total structure factors

of the studied systems were calculated, as depicted in Fig. 1.

125002-3



AL-MOATASEM EL-SAYED et al. PHYSICAL REVIEW MATERIALS 6, 125002 (2022)

FIG. 1. Total neutron structure factors of a-SiO2 (top panel) and
a-GeO2 (middle panel) compared to experiment [37]. The black solid
lines are the results from the calculated models, while the red mark-
ers with dashed lines are data points from experiment. The bottom
panel shows the simulated structure factors for all concentrations of
SixGe1−xO2 considered in this paper which show a smooth transition
from the structure factor of a-GeO2 to a-SiO2.

For pure a-SiO2 and a-GeO2, experimental structure factors
have been measured in the literature [37]. Comparing the sim-
ulated models to experiment in the top two panels of Fig. 1, it
can clearly be seen that they closely match each other, giving
confidence that the structures are indeed representative of the
materials. The bottom panel of Fig. 1 shows the structure
factors of the various concentrations of SixGe1−xO2. One can
see a smooth transition between the structure factors of the
pure materials as the concentration of the SixGe1−xO2 varies.

Oxygen vacancies in SixGe1−xO2

To model oxygen vacancies in SixGe1−xO2, one oxygen
atom was removed from the defect-free systems described

FIG. 2. Atomistic structure and highest occupied orbital of the
neutral vacancy in SixGe1−xO2 where the Si content is 25%. The Si,
Ge, and O atoms are represented by pink, yellow, and red spheres,
respectively. The displayed vacancy is made of a Si and Ge atom.
However, the vacancy had the same qualitative electronic and atom-
istic structure for all atom combinations. The orbital is occupied by
two electrons and the isovalue of the orbital’s surface is 0.05 eÅ−3.

in the previous section followed by a minimization of the
system’s total energy with respect to its atomic coordinates.
For each SixGe1−xO2 concentration that was modeled, the O
vacancy was introduced at all 144 possible sites. Each vacancy
can trap one hole or electron; therefore, all vacancies were
modeled in their neutral, positive, and negative charge states.
Here, we describe their structural and electronic properties in
these different charge states and in SixGe1−xO2 with varying
concentrations of x. We note here that since the behavior of the
defects is described by the chemical identity of the atoms sur-
rounding the vacancy, and to make the text more concise, a list
of three consecutive numbers highlighted in italics refers to va-
cancies with Ge-Ge, Si–Si, and Si-Ge neighbors, in that order.

1. Neutral charge state

The optimized atomistic structures were qualitatively simi-
lar across all concentrations, an example of which is shown
in Fig. 2. As is the case for the vacancy in pure a-SiO2

and a-GeO2, the highest occupied molecular orbital (HOMO)
was a bonding orbital between the two atoms at the vacancy;
however, some of the HOMO is delocalized in the p orbitals
of nearby O atoms.

It was found that the quantitative behavior of the defect
was defined not by the various concentrations of SixGe1−xO2,
but rather by the atoms composing the vacancy. The bond
length for a vacancy was found to be 2.51 Å, 2.41 Å, and
2.45 Å on average. Figure 3 in the Supplemental Material
shows the distribution of the different bond lengths across
all concentrations [49]. The vacancy bond length distribution
was found to be extremely narrow, with a standard deviation
of below 0.1 Å for all vacancy types. The bond lengths here
are similar to those recently reported in the literature [32];
however, older studies report that the Ge-Ge dimer tends to
be shorter than Si-Si [31]. The one-electron Kohn-Sham (KS)
level was found to sit 0.53 eV, 0.76 eV, and 0.61 eV on average
above the valence band, with a standard deviation no higher
than 0.2 eV (see Fig. 6 of the Supplemental Material [49]).
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FIG. 3. Histograms of the neutral oxygen vacancy’s formation
energy in SixGe1−xO2 systems. The formation energies are decom-
posed by the atoms surrounding the vacancy, with green, yellow,
and blue bars representing vacancies composed of Ge-Ge, Si-Si, or
Si-Ge, respectively. From bottom to top, the rows represent 0%, 25%,
75%, and 100% Si concentration.

The formation energy of the neutral vacancy was calculated
according to Eq. (1) and is shown in Fig. 3. The histogram
is split into five rows, showing the various concentrations
from 0% Si at the bottom up to 100% Si at the top. One can
immediately see that the atoms surrounding the vacancy are
the defining feature controlling the formation energy, which
is otherwise very broad. The average formation energies were
3.1 eV, 5.4 eV, and 3.8 eV. As was found for Ge-doped SiO2

[32], the Ge-Ge dimer formation energy is much lower than
the other types, indicating that it would be more prevalent in
the material. Although the neutral formation energies showed
little dependence on concentration, it was found to be strongly
affected by the distance between the atoms making up the
vacancy. The relationship between the dimer length and the
formation energy is shown in the top panel of Fig. 4. This is
to be expected as a longer bond length is weaker and higher in
energy, resulting in a higher formation energy.

2. Negative charge state

Starting from the optimized neutral vacancies, an electron
was added to each configuration and their geometries were
optimized. In a number of configurations (approximately 25%
of the models), this resulted in the additional electron delocal-
izing at the bottom of the conduction band instead of getting
trapped at the vacancy; such cases are not considered in the
results.

However, the vast majority of electrons localized at the
dimer, resulting in a negatively charged vacancy, which is
depicted in Fig. 5. Qualitatively, the structure of the negatively
charged vacancies was the same, regardless of the SixGe1−xO2

concentration or the atoms surrounding the vacancy, as was
the case for its neutral analog. The dimer length increased
relative to the neutral vacancy and the additional electron
localized at the two atoms surrounding the vacancy as well
as their neighbors, shown in the spin density in Fig. 5. The
distances between the vacancy’s atoms were 2.84 Å, 2.57 Å,
and 3.12 Å. As was the case for the neutral state, the Ge-Ge

FIG. 4. Scatter plot of the oxygen vacancy’s formation energy
in SixGe1−xO2 against the distance of the atoms surrounding the
vacancy. The panels show results for the neutral, negative, and pos-
itive (dimer and puckered) charge states. Green, yellow, and blue
circles are vacancies composed of Ge-Ge, Si-Si, and Si-Ge dimers,
respectively.

dimer is longer than the Si-Si dimer. However, the Si-Ge
dimer increases much more than the other dimers. Figure 4
in the Supplemental Material shows the distribution of bond
lengths across all concentrations [49].

The one-electron KS levels of the additional electron mea-
sured from the top of the relevant SixGe1−xO2 valence band
were 3.81 eV, 5.7 eV, and 3.82 eV. The negative Ge-Ge con-
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FIG. 5. The spin density and geometry of the negatively charged
Ge-Ge vacancy in SixGe1−xO2 where the Si content is 50%. The
atoms around the vacancy are both Ge, but the structure is qualita-
tively similar regardless of the atoms surrounding the vacancy. The
color scheme is the same as that in Fig. 2. The orbital isosurface’s
isovalue was set to 0.05 eÅ−3.

figuration is clearly more stable than its Si counterpart, whose
KS level is rather high. In fact, trapping an electron at the Si-Si
vacancy compared to the other dimers was more unlikely to
happen as the Ge content increased due to the KS level being
closer to the bottom of the conduction band. In those cases,
the electron preferentially delocalizes into a band state. The
distribution of KS levels for the negative vacancy can be found
in Fig. 7 of the Supplemental Material [49].

The negative vacancy’s formation energies are shown in
the second panel of Fig. 4 with respect to the dimer length.
The formation energy was calculated with the Fermi level
chosen to be at the top of the SixGe1−xO2 valence band, hence
the higher values. Similar to the neutral vacancy, its negative
counterpart shows a dependence of its formation energy on
the dimer distance, regardless of the atoms involved. The
SixGe1−xO2 concentration also had no discernible effect on
the calculated formation energies.

3. Positive charge states

The positively charged vacancy was calculated by adding
a hole into the neutral vacancy, followed by an optimiza-
tion of the structure’s energy. Similar to the neutral and
negative vacancies, the positively charged systems were qual-
itatively similar regardless of Si concentration. However,
unlike the other charge states, the positive vacancies showed
(meta)stable states: the dimer and puckered configurations
[23]. The dimer configuration shows shorter distances be-
tween the surrounding atoms of 2.92 Å, 2.88 Å, and 2.79 Å,
respectively. Their puckered counterparts have distances of
4.11 Å, 3.91 Å, and 4.12 Å, respectively. The Si-Si dimer
length is close to the 2.9 Å calculated in the literature [27].
The distributions of vacancy bond lengths can be found in
Fig. 5 of the Supplemental Material [49].

For the dimer configuration, the distance increases com-
pared to the neutral state as there is now one fewer electron
in its bonding orbital, resulting in a weaker bond. The dimer
introduces a singly occupied KS orbital in the band gap, which
sits 0.65 eV, 0.71 eV, and 0.47 eV above the correspond-

FIG. 6. Atomistic structure and spin density of the positively
charged vacancy in SixGe1−xO2 where the Si content is 50%. The
color scheme can be found in Fig. 2. The positive vacancy has
two configurations: the dimer (top panel) and the puckered (bottom
panel) configurations. For both configurations, an Si and a Ge atom
was visualized. We note, however, that the atomistic and electronic
structures are qualitatively similar regardless of the atoms around
the vacancy. The interaction between the Si and a back oxygen in
the puckered configuration is highlighted by a dashed ellipsis. Note
that this is not a covalent bond, but rather an electrostatic interaction
between the positively charged Si and the negatively charged O. The
isovalue of both orbital’s surface was set to 0.05 eÅ−3.

ing valence band. The distribution of Kohn-Sham levels can
be seen in Fig. 8 of the Supplemental Material [49]. The
puckered configuration’s electronic structure is qualitatively
different, with a dangling bond on one Si while the other
has moved through the plane of its neighbors [23]. It can
be easily identified as it is more positively charged than the
other equivalent atoms in the system. The bottom panel of
Fig. 6 shows an example of the puckered structure, where
the electron is in a dangling bond on the Ge atom on the left
side. The positively charged Si ion forms a favorable weak
interaction with an oxygen due to this relaxation. We note that
when the atoms surrounding the vacancy are Si-Ge and the
system is in the puckered configuration, the dangling bond
was always localized on the Ge ion, while the hole is on the
Si ion, similar to the structure shown in the bottom panel of
Fig. 6.

The formation energies of the positively charged vacancies
are rather varied, reflecting the two possible configurations.
The bottom two panels of Fig. 4 shows how the forma-
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tion energy varies with the distance between the two ions
surrounding the vacancy. The two configurations, dimer
and puckered, were distinguished using their spin moments,
shown in Figs. 9 and 10 of the Supplemental Material [49].
As was the case for the negative vacancy, the Fermi level is
set to the top of the valence band of the relevant SixGe1−xO2

system. The dimer configurations show a clear positive cor-
relation with distance, with the formation energy increasing
rapidly as the interatomic distance increases since the binding
energy provided by the Si-Si bond reduces substantially with
distance. The puckered configuration, instead, shows a very
weak negative correlation, if any at all. Curiously, the atoms
surrounding the vacancy showed a difference in the proportion
of the dimer to puckered configurations. For Si-Si atoms, 71%
were dimers and 29% were puckered. The Ge-Ge dimers had
a rather different proportion, with 35% preferring to be in
the dimer configuration and 65% in the puckered. The Si-Ge
configurations sat very much in the middle of these two, with
57% dimer configurations and 43% puckered.

IV. DISCUSSION AND CONCLUSIONS

The oxygen vacancy was modeled in various concentra-
tions of a-SixGe1−xO2. Similar to previous studies, it was
found that the structural and electronic properties of defect-
free SixGe1−xO2 varied rather smoothly with Ge content
[48,50,51]. Although the effect of a rapidly changing band gap
for low concentrations was seen previously [48], we explain
this change as a transition from a molecular orbital to a band
theory model. The oxygen vacancy was found to be a qual-
itatively similar defect across all values of the concentration
x in SixGe1−xO2. This is an extension to the fact that Si-Si
vacancies are qualitatively similar across α-quartz, a-SiO2,
and a-GeO2. Remarkably, the vacancy showed similar prop-
erties that are independent of concentration when grouped
by atoms making up the vacancy. The Ge-Ge dimer had
the lowest formation energies across all the systems studied.
Along similar lines, previous studies showed that the Si-Ge
vacancies in Ge-doped SiO2 had a lower formation energy
than a Si-Si vacancy. [32]. Further optical absorption calcu-
lations on Ge-doped SiO2 showed that the occupied states of
the neutral oxygen vacancy participate in multiple transitions
[34]. Curiously, the use of the GW formalism resulted in
higher formation energies. In our study, we find an average
formation energy of 3.8 eV for the Si-Ge vacancy, while a
previous study showed a value of 3.97 eV. As previously
mentioned, optimizing the amount of HFX would change the
band gap as well as increase the defect state’s energy. The
lower formation energy of the Ge-Ge vacancy can be corre-
lated to the lower Ge-O bond energy (3.3 eV) from chemical
measurements making it easier to break those bonds than the
Si-O bonds (4.7 eV) [52]. Indeed, experimental results show
that the vacancy concentration is much higher in pure GeO2

relative to SiO2 [53].
The charged vacancies were found to behave similarly

to their a-SiO2 counterparts [27,35]. The negatively charged
vacancies only showed one type of configuration, where an
additional electron was delocalized over the two atoms sur-
rounding the vacancy. Due to the proximity of the negatively

charged state to the conduction band, not all vacancies were
found to trap an electron. The decreasing band gap as a func-
tion of Ge concentration in SixGe1−xO2 means that defects in
Ge-rich SixGe1−xO2 were the most affected by this, as their
unoccupied Kohn-Sham levels sit closer to the edge of the
conduction band. On the other hand, the positively charged
vacancies showed the two distinct, well-known configura-
tions, namely, the dimer and puckered [27,31]. They result
in a broad distribution of formation energies and distances
between the atoms surrounding the vacancies. Our analysis
shows that the formation energies for the neutral, negative,
and positive dimer configurations show a fairly strong positive
correlation with the bond length (see Fig. 4). The positive
puckered configuration instead has a weak negative correla-
tion, perhaps due to its particularly strong relaxation. Previous
simulations have correlated the Si-Si bond distance of neutral
vacancies with the energy of the system as well as its forma-

FIG. 7. Histogram of the vacancy’s charge transition levels
in varying concentrations, indicated in the gray boxes, of Si in
SixGe1−xO2. The levels are referenced to the top of the SixGe1−xO2

valence band for the relevant concentration. The green histograms
correspond to Ge-Ge, yellow to Si-Si, and blue to Si-Ge vacancies.
The (+/0) transition levels are the curves with a solid fill, while
the curves with a hatched fill are the (0/−) transition levels. The
shaded regions represent band edges: below 0 eV is the valence band
edge, while the regions above 0 eV are the concentration-dependent
conduction band edges as indicated.
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tion energy [54,55]. It is not, however, the only correlation
that can be made, and indeed previous studies have shown
a strong correlation with the strain of the vacancy and its
formation energy [56]. For the negative and positive charge
states, particularly for the puckered configurations, it could
perhaps be better correlated with the formation energy than
simply using the distance between the vacancy’s atoms.

We note that for both the positive and negative configura-
tions, these are unlikely to be the only stable configurations.
One could imagine that these vacancies can undergo similar
conversion mechanisms, such as from the vacancy into the
so-called Ge(2) center, a 2-coordinated Ge point defect that
has been calculated in Ge-doped a-SiO2 and a-GeO2 [33].
We note that the charged configurations obtained in this work
are certainly not the global minima of their respective charge
states. In our calculations, a charge was added to the optimized
neutral configuration. As could be seen in the positive charge
state, two distinct metastable configurations were possible.
However, simply adding a charge means that a lower-energy
state could be missed. A Monte Carlo sampling approach
could be used to unambiguously identify which geometric
configuration is truly the lowest-energy state for a given
charge state. However, this is beyond the scope of this work.

The corresponding distribution of thermodynamic charge
transition levels, which are important in the context of device
reliability since they determine the charge trapping behavior
of defects, is shown in Fig. 7. One can see that the con-
tribution from the different types of vacancies results in an
extremely wide charge transition level distribution which cov-
ers a large proportion of the band gap. It has been reported
that reliability issues such as bias temperature instability
(BTI) and hot carrier degradation (HCD) are less severe in
SiGe devices than in their Si counterparts [13–15]. By using
single-defect spectroscopy to identify single traps under BTI
conditions in combination with a statistical analysis, one can
identify a band of defect energies that contribute to BTI. A
SiGe/Si/SiO2/HfO2 model stack was used to investigate BTI

in SiGe devices and it was found that the extracted defect
energies were extremely similar to those from pure Si devices
[57]. Measurements and calculations suggest that BTI in Si-
based devices is caused by defects containing a 3-coordinated
Si, such as the hydroxyl E′ center or the hydrogen bridge
[58]. The calculations of oxygen vacancies presented here
show that they are unlikely to be involved in systems that
have either mixed or pure SixGe1−xO2. Further calculations
of 3-coordinated Si defects in SixGe1−xO2 could be used to
help understand their role in reliability issues.

Perhaps surprisingly, it was shown that the concentration
itself does not have such a large effect on the vacancy’s prop-
erties. However, the atoms making up the vacancy were found
to be the feature that defines their properties. By splitting the
vacancies up in this way, one can identify distributions for
the vacancy’s properties which are close to a normal distri-
bution. Further calculations using these structures, such as
optical absorption or electron resonance spectra, could be used
to unambiguously identify vacancy-related issues in hybrid
SixGe1−xO2 systems.
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