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Thermal conductivity of AlxGa1−xN (0 � x � 1) epitaxial layers
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AlxGa1−xN ternary alloys are emerging ultrawide band gap semiconductor materials for high-power elec-
tronics applications. The heat dissipation, which mainly depends on the thermal conductivity of the constituent
material in the device structures, is the key for device performance and reliability. However, the reports on
the thermal conductivity of AlxGa1−xN alloys are very limited. Here, we present a comprehensive study of
the thermal conductivity of AlxGa1−xN in the entire Al composition range. Thick AlxGa1−xN layers grown
by metal-organic chemical vapor deposition on GaN/sapphire and GaN/SiC templates are examined. The
thermal conductivity measurements are done by the transient thermoreflectance method at room temperature. The
effects of the Al composition, dislocation density, Si doping, and layer thickness on the thermal conductivity of
AlxGa1−xN layers are thoroughly investigated. All experimental data are fitted by the modified Callaway model
within the virtual crystal approximation, and the interplay between the different phonon scattering mechanisms
is analyzed and discussed.
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I. INTRODUCTION

Ultrawide band gap semiconductors such as Ga2O3, dia-
mond, and AlN have recently attracted a significant research
interest for high-power and high-frequency electronic device
applications [1]. The main factor driving this interest is the
dependence of the critical electric field for the avalanche
breakdown (Ec) on the band gap energy (Eg), which is pre-
dicted to be Ec ∼ (Eg)n, where n = 2–2.5 [2]. The Ec is the
key parameter in the figure-of-merit (FOM) of the power elec-
tronic device performance [3]; the higher the Ec, the higher
the FOM. For AlxGa1−xN ternary alloys with a band gap
ranging from 3.4 eV to 6 eV, the critical electric field can
reach up to 16 MV/cm, implying that the unipolar, lateral, and
high-frequency FOMs exceed those of GaN and SiC, the semi-
conductors that tend to dominate nowadays power electronics
[4]. This feature, together with the well-established GaN tech-
nology for high electron mobility transistors (HEMTs), makes
AlxGa1−xN a natural material choice for the next generation
power electronic devices.

*dat.tran@liu.se
†plamen.paskov@liu.se

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI. Funded
by Bibsam.

After the first demonstration of the AlxGa1−xN-
channel HEMT [5] many groups have reported
AlxGa1−xN/AlyGa1−yN lateral devices with good gate
control, leakage current, and ohmic contacts (for a review
see Ref. [4]). Recently, a record 3000 V breakdown
voltage has been demonstrated in a Schottky-drain
Al0.3Ga0.7N/Al0.1Ga0.3N HEMT [6]. Also, Al-rich
AlxGa1−xN-channel HEMTs with a cutoff frequency up to
40 GHz have been reported [7,8], illustrating the promise of
these devices for high-frequency applications. Quasivertical
AlxGaxN devices, such as the 1600 V Al0.3Ga0.7N p-i-n diode
[9] and Al0.3Ga0.7N Schottky diode with a breakdown voltage
of 500 V [10], have also been demonstrated.

As the AlxGa1−xN-based devices target an operation at
high powers (i.e., at high currents and high voltages), the Joule
heat generation becomes a problem for the device perfor-
mance and reliability. The self-heating leads to an increased
junction temperature which not only reduces the electron mo-
bility and saturation velocity, but also causes a thermal device
degradation. The self-heating has been extensively studied
in AlxGa1−xN/GaN HEMTs and shown to cause a current
degradation as well as a thermal-induced reduction of the
breakdown voltage [11–14]. The self-heating in AlxGa1−xN-
based devices has been not well explored. Recently, it has
been shown that the self-heating problem in AlxGa1−xN-
channel HEMTs is more severe than that in GaN-channel
HEMTs because of the anticipated lower thermal conductivity
in AlxGa1−xN alloys [15,16]. Then, for proper device thermal
management it is necessary to know the accurate thermal
conductivity of AlxGa1−xN thin and thick layers used in the
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device structures, and more importantly to figure out the rea-
son for low thermal conductivity in this material.

Thermal conductivity of GaN and AlN has been ex-
tensively studied in the past. For bulk GaN grown by
hydride vapor phase epitaxy (HVPE) and high-pressure, high-
temperature and ammonothermal growth, a room-temperature
thermal conductivity of 225–270 W/m K has been reported
[17–24]. These values are close to those obtained from the
first-principles calculations (239–335 W/m K) for a defect-
free GaN crystal [25–28]. Lower thermal conductivity has
been measured in doped GaN with an impurity concentra-
tion above 1018 cm−3 which is attributed to the increased
phonon-point-defect scattering and to the phonon-free-carrier
scattering in n-type material [20,21,29,30]. The reported ex-
perimental data for room-temperature thermal conductivity of
bulk AlN grown by HVPE and physical vapor transport, and
of thick (>15 μm) layers grown by metal-organic chemical
vapor deposition (MOCVD), range between 270 W/m K and
374 W/m K [17,31–35]. The large variation in data could
be explained by the difference in the background impurity
concentration in the measured samples. First-principles cal-
culations have predicted a thermal conductivity of 290–569
W/m K of pure AlN [27,36,37].

There are several reports on the thermal conductivity of
AlxGa1−xN alloys. Layers with Al composition up to x = 0.44
grown by MOCVD and HVPE on c-plane sapphire have been
examined by time-domain thermoreflectance (TDTR) and 3ω

methods [38–41]. In all cases, a strong reduction of the room-
temperature thermal conductivity was found with increasing
Al composition. For example, a value of 25 W/m K has been
measured in Al0.4Ga0.6N layers [39], which is about 10 times
smaller than that of bulk GaN. Recently, we have reported
on the thermal conductivity in high Al content AlxGa1−xN
layers grown on SiC and found that already for x = 0.9 the
thermal conductivity drops more than 5 times compared to
the value of AlN layers of the same thickness [42]. Thermal
conductivity data for low and high Al content AlxGa1−xN
buffer layers in HEMTs showing values below 10 W/m K
have been also reported [16]. Although the thermal conduc-
tivity of thin heteroepitaxial layers is expected to be lower
than that of bulk materials due to the phonon-dislocation and
phonon-boundary scattering, the main reason for lower values
measured in AlxGa1−xN is the phonon-alloy scattering, i.e.,
the phonon scattering by the perturbations in mass and size of
the constituent atoms in the alloy. This has been confirmed
by our study of the thickness dependence of the thermal
conductivity in AlxGa1−xN layers grown by HVPE [43]. The
first-principles calculations for intrinsic AlxGa1−xN have also
shown a dominant contribution of the phonon-alloy scatter-
ing on the thermal conductivity [26,44]. A detailed study
of the thermal conductivity of AlxGa1−xN alloys in a wide
range of Al compositions is still missing, however. Moreover,
the interplay between the phonon-alloy scattering and the
phonon-point-defect and phonon-dislocation scattering have
never been examined.

In this work, we present a systematic study of the thermal
conductivity of AlxGa1−xN in the entire composition range.
The experimental results are interpreted within the frame of
a modified Callaway model where all phonon-scattering pro-
cesses are explicitly accounted for. A refined treatment of

the phonon-alloy scattering is suggested and included in the
model. The effect of dislocation density and Si doping on the
thermal conductivity is experimentally revealed and discussed
along with theoretical modeling. Finally, we investigate the
role of layer surface roughness on the thermal boundary resis-
tance (TBR) at the metal/AlxGa1−xN interface.

II. EXPERIMENTAL

We have studied two sets of AlxGa1−xN samples (see Table
I). Set 1 (grown at the Akasaki Institute, Meijo University,
Nagoya, Japan) includes 1.5−4.3 μm thick layers with low Al
composition (x < 0.1) grown by MOCVD on 2 μm undoped
GaN on c-plane sapphire. Some of these layers are doped with
Si with a concentration up to 5 × 1020 cm−3 [45]. Hall effect
measurements at room temperature in doped samples reveal
a complete donor ionization; i.e., the free-electron concentra-
tion equals the Si concentration. The samples in set 2 (grown
at our MOCVD laboratory, IFM, Linkoping University,
Sweden) are nominally undoped AlxGa1−xN (x = 0.57–1)
grown by hot-wall MOCVD on 4H-SiC substrate with a
100 nm graded AlxGa1−xN buffer. The growth of these layers
implements the previously developed recipes for high crystal
quality AlxGa1−xN and AlN epitaxial layers [46–48]. In order
to calibrate the effect of dislocation density on the thermal
conductivity, bulk GaN samples grown by HVPE were also
examined.

The dislocation density and the Al composition in all
studied samples were estimated by high-resolution x-ray
diffraction (XRD) measurements. The measurements were
performed in triple-axis configuration with an incident beam
optics of hybrid monochromator 2-bounce Ge(220) and a
diffracted beam optics of 3-bounce Ge(220). Except for the
GaN substrates for which the x-ray beam is focused in a point
with diameter of 1 mm, the x-ray beam has a line shape with a
dimension of 10 × 1 (mm × mm). The surface morphology
is studied by atomic force microscopy (AFM). The layer
thicknesses were measured by ultraviolet-visible spectroscopy
ellipsometry and cross-section scanning electron microscopy.
The free-electron concentration in Si-doped layers was de-
termined by conventional Hall-effect measurements. It was
found that at room temperature the free-electron concentration
equals the Si concentration.

The thermal conductivity measurements were done by
transient thermoreflectance (TTR) at room temperature. The
system we have used comprises a pump-pulsed Nd:YAG laser
(532 nm) with 8 ns pulse duration and a repetition rate of
50 Hz and a probe continuous-wave Ar laser (488 nm). The
pump laser heats the sample through a 200 ± 5 nm thick
gold (Au) transducer deposited on the top sample surface.
The power of the pump laser is much larger than that of
the probe laser, so the heating due to the probe laser has a
negligible effect. The spot size of the pump and probe laser
beams is 200 μm and 15 μm, respectively, ensuring that the
heat transport along the direction perpendicular to the sample
surface (i.e., along the c axis) is probed in the experiment.

In the experiments, the decay of the probe laser beam
reflectance from the Au transducer after the pump laser pulse
is measured. Since the change of the Au reflectance is lin-
early proportional to the temperature [49], the decay of the
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TABLE I. Al composition (x), thickness (L), screw (DS), and edge (DE ) dislocation densities, and thermal conductivity (k) measured at
300 K of the studied samples.

Samples Al content (x) L (μm) DS (cm−2) DE (cm−2) NSi (cm−3) k at 300 K (W/m K)

AlGaN (set 1) AL0-1 0 4.0 9.0 × 107 1.7 × 109 1 × 1017 152
AL0-2 0 4.3 8.0 × 107 1.6 × 109 9 × 1018 149
AL0-3 0 4.3 9.0 × 107 1.6 × 109 5 × 1019 151
AL1-1 0.01 1.9 1.0 × 108 1.5 × 109 3 × 1017 60.7
AL1-2 0.01 1.9 1.0 × 108 1.5 × 109 2 × 1018 67.0
AL1-3 0.01 1.9 1.0 × 108 1.5 × 109 2 × 1019 77.6
AL3-1 0.03 2.2 1.5 × 108 1.4 × 109 3 × 1017 38.0
AL3-2 0.03 1.4 2.0 × 108 2.0 × 109 2 × 1020 42.0
AL3-3 0.03 1.6 2.0 × 108 2.0 × 109 5 × 1020 41.5
AL4-1 0.04 1.7 2.0 × 108 1.5 × 109 2 × 1017 33.0
AL4-2 0.04 1.5 2.0 × 108 2.0 × 109 1 × 1018 33.9
AL4-3 0.04 1.5 2.0 × 108 2.0 × 109 1 × 1019 38.3
AL4-4 0.04 1.5 2.0 × 108 2.0 × 109 6 × 1019 42.2
AL9 0.09 1.5 1.7 × 108 1.9 × 109 5 × 1017 21.5

AlGaN (set 2) S1 0.57 1.20 2.9 × 108 5.6 × 109 <5 × 1016 8.8
S2 0.62 1.4 2.9 × 108 5.5 × 109 <5 × 1016 6.7
S3 0.78 1.0 3.0 × 108 5.5 × 109 <5 × 1016 7.7
S4 0.85 0.45 6.0 × 107 2.9 × 109 <5 × 1016 10.0
S5 0.88 0.45 1.7 × 108 3.4 × 109 <5 × 1016 9.5
S6 1 0.45 4.0 × 108 4.0 × 109 <5 × 1016 84

GaN (bulk) G-B1 0 800 1.0 × 106 2.0 × 107 <5 × 1016 225
G-B2 0 800 2.0 × 107 1.3 × 108 <5 × 1016 215
G-B3 0 800 6.0 × 107 4.8 × 108 <5 × 1016 200
G-B4 0 1000 1.0 × 107 7.0 × 108 8 × 1018 180
G-B5 0 1000 2.0 × 108 1.2 × 109 1 × 1018 155

reflectance corresponds to the decay of the sample tempera-
ture. The transients of the sample temperature are analyzed
by the one-dimensional heat transport equation [50]. The heat
source in this equation is determined by the heating of the Au
transducer and depends on the pump laser fluence, and the ab-
sorption and reflectivity of Au at the pump laser wavelength.
Note that the transducer layer is of sufficient thickness and
the pump laser beam does not penetrate in underlying layers.
Other input parameters in the analysis are the thicknesses of
the Au transducer and AlxGa1−xN layers, the specific heat
capacities (Cp) of Au and AlxGa1−xN, and the thermal con-
ductivity of Au. The Cp of AlxGa1−xN is assumed to depend
linearly on the composition between the values for GaN [51]
and AlN [52].

The thermal conductivity of GaN/sapphire and graded
AlxGa1−xN/SiC templates was initially measured and also
used as an input parameter. Due to the low temperature rise
in the experiment (<30 K), all input parameters are taken
to be independent of temperature. The thermal conductivity
of AlxGa1−xN layers is obtained via a least-squares fit of
the probe laser beam reflectance transients by the solution
of the one-dimensional heat transport equation. In the fitting
procedure, two fitting parameters are used, the layer ther-
mal conductivity and the thermal boundary resistance at the
Au/layer or layer/template interface.

III. THEORETICAL MODEL

The general description of the lattice thermal conduc-
tivity in solids is based on solving the phonon Bolzman

transport equation (BTE). First-principles calculations, which
implement a self-consistent solution for the phonon distribu-
tion and incorporate the quantum mechanical phonon-phonon
scattering processes, have the advantage of providing purely
predictive thermal conductivity in pure materials [53]. How-
ever, this approach is very challenging to apply for disordered
and doped materials due to the complexity and high com-
putational cost. The solution of the phonon BTE can be
simplified by using the relaxation time approximation, which
is the basis of the Callaway model [54], commonly used
to describe the thermal conductivity in semiconductors. The
application of the Callaway model relies on the fit of
the temperature-dependent experimental data with few ad-
justable parameters and offers a flexible way to calculate
the thermal conductivity in pure and defective materials
using easily implemented formulation of various phonon
scattering rates.

The experimental thermal conductivity data in this work
were analyzed in the framework of a so-called modi-
fied Callaway model, which takes into account the indi-
vidual contributions of the longitudinal (LA) and trans-
verse (TA) acoustic phonon scattering [55–57]. In this
model, Debye-like dispersion is assumed for the acous-
tic phonons and various phonon scattering processes are
taken into account via frequency and temperature depen-
dent scattering rates. Then, the thermal conductivity is given
by [56,57]

k = k1 + k2, (1)
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where

k1 =
∑

s

k4
B

6π2h̄3vs
T 3

∫ θ s
D/T

0
τ s

C

y4 exp(y)

[exp(y) − 1]2 dy, (2)

k2 =
∑

s

k4
B

6π2h̄3vs
T 3

[∫ θ s
D/T

0
τ s

C
τ s

N

y4 exp(y)
[exp(y)−1]2 dy

]2

[∫ θ s
D/T

0
τ s

C
τ s

N τ s
R

y4 exp(y)
[exp(y)−1]2 dy

] . (3)

Here, kB is the Boltzmann constant, T is the temperature, h̄
is the reduced Planck constant, vs is the acoustic phonon ve-
locity, and θ s

D is the Debye temperature. The integral variable
is y = h̄ω/kBT , where ω is the phonon frequency. The sum-
mation is over the three acoustic phonon modes in wurtzite
crystals—one longitudinal and two transverse, i.e., s = LA,
TA1, TA2. Note that for heat propagation along the c axis
(which is the case of the measurements in this work), the
two transverse modes are degenerated. The phonon velocities
are given by vLA = (C33/ρ)1/2 and vTA1 = vTA2 = (C44/ρ)1/2,
where Ci j are the elastic constants and ρ is the density. The
Debye temperatures are determined from the zone boundary
frequencies at the A symmetry point of the Brillouin zone ωs

max
by θ s

D = h̄ωs
max/kB [57].

In Eqs. (2) and (3) τ s
N denotes the relaxation time for

normal (N) phonon scattering which is a nonresistive pro-
cess, τ s

R is the relaxation time for all resistive (R) scattering
processes, and τ s

C is the combined relaxation time given
by (τ s

C )−1 = (τ s
N )−1 + (τ s

R)−1. The resistive scattering pro-
cesses considered in the model include the umklapp (U)
phonon-phonon scattering, the phonon-isotope (I) scatter-
ing, the phonon-point-defect (PD) scattering, the phonon-
dislocation (D) scattering, the phonon-alloy (A) scattering,
the phonon-free-electron (FE) scattering, and the phonon-
boundary (B) scattering. Then, Matthiessen’s rule is applied
for τ s

R by (τ s
R)−1 = (τ s

U )−1 + (τ s
I )−1 + (τ S

PD)−1 + (τ s
D)−1 +

(τ s
A)−1 + (τ s

FE )−1 + (τ s
B)−1.

N scattering is a three-phonon scattering process in which
the phonon momentum is conserved meaning that this process
does not contribute to thermal resistance. However, N scatter-
ing does impact the phonon distribution and then affects all
resistive processes. The general form of N-scattering process
is expressed by [21,57,58]

(
τ s

N

)−1 =
(

kB

h̄

)a+b h̄(γs)2(Vo)(a+b−2)/3

M(vs)a+b
yaT a+b, (4)

where M is the average atomic mass, Vo = a2c
√

3/8 is the
average volume per atom (a and c are the lattice constants),
and γs are the Grüneisen parameters of phonon branches
which describe the anharmonicity of the crystal lattice. In
the case of wurtzite crystals like AlxGa1−xN, (a, b) = (2, 1)
for LA phonons and (a, b) = (1, 1) for TA phonons at room
temperatures [57].

U scattering is also a three-phonon scattering process; it is,
however, thermally resistive. Furthermore, this process gives
the major resistive contribution to the thermal transport in
defect-free crystals, and leads to a characteristic exponential
decay of thermal conductivity proportional to T −1 at high
temperatures. The form of U-scattering rate is written as

[21,57]

(
τ s

U

)−1 = k2
B(γs)2

h̄M(vs)2θ s
D

exp

(
− θ s

D

3T

)
y2T 3. (5)

I scattering is a result of the atomic mass fluctuation
when various isotopes of the constituent chemical elements
are present in the material. In semiconductors, this scatter-
ing process is shown to be significant at low temperatures
and to reduce the maximum thermal conductivity (typically
occurring at T ≈ 0.05θ s

D) by 30%–50% [56,57]. In the high-
temperature range (T > 180 K for GaN and T > 250 K
for AlN), the I-scattering process still affects the thermal
conductivity in undoped or low-doped semiconductors. The
I-scattering rate is expressed by [57,59]

(
τ s

I

)−1 =
(

kB

h̄

)4 Vo

4π (vs)3
�I y

4T 4. (6)

For ternary compounds the strength of the phonon-isotope
scattering �I can be written as

�I = 2
∑

i

(
ci

Mi

Mtot

)2

�i, (7)

where �i is the scattering parameter for each single chemical
element (i = Ga, Al, N), Mi is the atomic mass, ci is the
corresponding fractional composition (i.e., ci is x for Al, 1 − x
for Ga, and 1 for N), and Mtot = xMAl + (1 − x)MGa + MN,
where x is the Al composition. �i scattering parameters are
given by [57]

�i =
∑

j

d i
j

(
mi

j − Mi

Mi

)2

(8)

with

Mi =
∑

j

d i
jm

i
j, (9)

where mi
j is the atomic mass of the jth isotope and di

j is the
fractional atomic natural abundance.

PD scattering originates from the lattice disorder caused
by point defects which can be substitutional impurities or
vacancies. The expression for the PD-scattering rate is written
as [21,59]

(
τ s

PD

)−1 =
(

kB

h̄

)4 Vo

4π (vs)3
�PDy4T 4, (10)

where �PD is the the strength of the PD scattering. In this
scattering process, the phonons are scattered by (i) mass fluc-
tuation between the host atom and the impurity (vacancy),
(ii) the change in the force constant of the bonds neighboring
to the defect, and (iii) the strain field caused by the size
difference between the host atom and the impurity (vacancy).
Due to the lack of information about the force constant in
AlxGa1−xN the contribution of the force-constant term is as-
sumed to be equal to that of the strain-field term. Then, �PD

can be written as [21,59]

�PD =
∑

p

fp

[(
Mp − M

M

)2

+ 8(γs)2(1 + Q)2

(
	Rp

R

)2]
,

(11)
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where fp and Mp are the fractional concentration and the
atomic mass of the pth impurity, 	Rp is the average local
displacement in the host lattice due to the pth impurity, and
R is the average nearest-neighbor atomic radius in the host
crystal. The displacement 	Rp is calculated from the differ-
ence between the average bond length in the host crystal and
the average bond length in the presence of an impurity in
a relaxed lattice. The constant Q equals 4.2 assuming that
the nearest-neighbor bonds of the impurity have the same
anharmonicity as the bonds in host crystal [59].

D scattering arises from the phonon scattering on both
the core of dislocation lines and the elastic strain field on
the dislocation lines. Taking into account the contributions
of edge and screw dislocations, the total D-scattering rate is
given by [59,60]

(
τ s

D

)−1 = (
τ s

core

)−1 + (
τ s

strain

)−1
, (12)

where

(
τ s

core

)−1 = ηND

(
kB

h̄

)3 (Vo)4/3

(vs)2
y3T 3, (13)

(
τ s

strain

)−1 = 0.06η

(
kB

h̄

)
(γs)2

[
NSb2

S + NE b2
E P2

E

]
yT, (14)

and

P2
E = 1

2
+ 1

24

(
1 − 2σ

1 − σ

)2[
1 +

√
2

(
vL

vT

)2]2

. (15)

The (τ s
core )−1 and (τ s

strain )−1 are the scattering rates from
the dislocation core and the elastic strain field, respectively.
In Eqs. (13)–(15), ND is the total dislocation density, NS

and NE are the densities of screw and edge dislocations, re-
spectively, η is the weight factor accounting for the mutual
orientation of the dislocation line and the direction of the heat
transport (assumed to be 0.55 for a random distribution of
all dislocation [60]), bS and bE are the Burgers vectors for
the screw and edge dislocations, and σ = C13/(C11 + C12) is
the Poison ratio. Numerical calculations using Eqs. (12)–(15)
give a threshold dislocation density (i.e., the density at which
the thermal conductivity starts to decrease) in the range of
1010−1011 cm−2 [60]. However, the experimental data for
GaN [18,61] indicate that the threshold dislocation density is
much lower. Then, we add a dimensionless scaling factor on
the right side of Eq. (12) in order to match the experimentally
determined threshold density. Paskov et al. [21] have proposed
a scaling factor of 1000. Based on the analysis of our new
data for the dislocation density dependence of the thermal
conductivity of bulk GaN (see Sec. IV E) we have obtained
a scaling factor of 400, which value is used in this work.

A scattering is described in the framework of the virtual
crystal approximation (VCA), in which the disordered alloy
is replaced by an ordered virtual crystal with virtual atomic
mass, atomic volume, and lattice constants [40,62,63]. Then,
the phonons are scattered by the perturbations of the virtual
crystal. Due to the relatively small lattice mismatch between
GaN and AlN [64] and the low critical temperature for the
miscibility gap (much lower than the growth temperature)
[65], there is an excellent solubility for AlxGa1−xN and no
inhomogeneous Al/Ga distribution or segregation is expected.

Then, the VCA approach is well justified for AlxGa1−xN al-
loys. The expression for the A-scattering rate is similar to that
for the PD-scattering rate, but modified to take into account
the coexistence of the substitutional Al into the GaN lattice
and substitutional Ga into the AlN lattice:

(
τ s

A

)−1 =
(

kB

h̄

)4 Vo

4π (vs)3
�Ay4T 4, (16)

where

�A(x) =
∑

l

cl

[(
	Ml

M(x)

)2

+ 8[γs(x)]2(1 + Q)2

(
	Rl

R(x)

)2]
.

(17)

Here, the index l denotes group-III atomic constituents (Ga
and Al), cl is the atomic fractional compositions, 	Ml =
Ml − M(x), 	Rl = Rl − R(x), M(x) = xMAl + (1 − x)MGa,
and R(x) = xRAl + (1 − x)RGa. M(x) and R(x) are the aver-
aged atomic mass and atomic radius, respectively, and γs(x)
are the mode Grüneisen parameters of AlxGa1−xN alloy. The
second term in Eq. (17) combines the difference in the atomic
radius and the difference in the stiffness constant of the
nearest-neighbor bonds [21]. Assuming that the incorporation
of Al (Ga) into GaN (AlN) does not change significantly the
anharmonicity of nearest-neighbor bonds, the parameter Q has
a value of 4.2 [59].

FE scattering is believed to give a negligible contribu-
tion to the thermal conductivity in undoped and low-doped
semiconductors. In the case of GaN, the FE scattering was
shown to start playing a role at electron concentrations above
1017 cm−3 [21]. Within the effective mass approximation, the
FE-scattering rate is formulated by [66,67]

(
τ s

E

)−1 = (E1)2(m2
e )kBT

2π h̄4ρvs

[
y − ln

(
1 + exp(Z + y/2)

1 + exp(Z − y/2)

)]

(18)

and

Z = y2kBT

8me(vs)2
+ me(vs)2

2kBT
− EF

kBT
, (19)

where E1 the deformation potential for the electron-acoustic-
phonon interaction, me the electron effective mass, and EF the
Fermi-level energy measured from the conduction band edge.

In bulk materials and thick layers, B scattering is impor-
tant only at very low temperatures, where the phonon mean
free path (MFP) becomes comparable to the dimensions of
the sample under investigation [68,69]. In thin layers, how-
ever, the contribution of this scattering process to the thermal
conductivity is significant even at room temperatures. The
B-scattering rate is assumed to be independent of temperature
and phonon frequency and can be expressed as [61,70]

(
τ s

B

)−1 = vs

aL
, (20)

where L is the layer thickness and a is a dimensionless pa-
rameter. aL can be regarded as an effective MFP along the
direction of the heat transport which is essentially determined
by the size effect. A value of 2.38 for the a parameter has been
found by fitting Eq. (20) with the solution of the Boltzmann
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TABLE II. Material parameters of GaN and AlN used in the thermal conductivity calculations.

Materials properties GaN AlN

Density [71] (kg/m3) ρ 6195 3230
Lattice constants [72,73] (Å) a 3.1893 3.1120

c 5.1852 4.9809
Elastic constant [74,75] (GPa) C11 359.4 401.2

C12 129.2 135
C13 92 96.3
C33 389.9 368.2
C44 98 122.6

Acoustic phonon velocity (m/s) vL 7933 10677
vT 3997 6161

Phonon frequency at Brillouin zone boundary [76,77] (THz) ωL
max 43.54 64.21

ωT
max 20.73 32.99

Debye temperature (K) θL
D 333 490

θT
D 158 252

Average atomic volume per atom (m3) Vo 1.142 × 10−29 1.044 × 10−29

Average atomic mass (natural) (kg) M 6.952 × 10−26 3.4031 × 10−26

Average atomic radius (Å) R 0.9752 0.9470
Poisson ratio σ 0.188 0.180
Electron effective mass [78] (mo) me 0.2 0.32
Acoustic phonon deformation potential [79] (eV) E1 8.3 9.5
Grüneisen parameter (extracted) γL 0.64 0.75

γT 0.31 0.35

transport equation for a thin layer [61] and used to model
the thickness dependence of the thermal conductivity of GaN
[61,70]. In our analysis, we use a = 1.5, the value extracted
from the experimental thickness dependence of the thermal
conductivity of AlxGa1−xN with various compositions [43].

Finally, the thermal conductivity is calculated from
Eqs. (1)–(3) by inserting the expressions for all scattering
rates [Eqs. (4)–(20)]. All material parameters of GaN and
AlN needed in the model are summarized in Table II. For
AlxGa1−xN alloys a linear interpolation between the values
of binary compounds is used.

IV. RESULTS AND DISCUSSION

A. Al composition analysis

Figure 1 shows XRD 2θ -ω scans with respect to the (0002)
plane for all studied AlxGa1−xN layers. The variation of peak
position indicates the change in the c lattice constant at dif-
ferent Al compositions. The a lattice constant was determined
from the position of (1012) diffraction peaks and the measured
c lattice constant. Using Vergard’s law for the lattice constants
and the elastic constants, the relation between the out-of-
plane and in-plane strain state in the AlxGa1−xN alloy is
described by [80]

C33(x)
cm(x) − c(x)

c(x)
+ 2C13(x)

am(x) − a(x)

a(x)
= 0, (21)

where cm(x) and am(x) are the measured lattice constants and
c(x) and a(x) are the fully relaxed lattice constants for Al
composition x. Any value of x that satisfies Eq. (21) returns
Al composition. Applying this analysis, the Al content in all
studied AlxGa1−xN layers is determined and listed in Table I.
The Al compositions obtained from XRD were confirmed by
SIMS measurements.

B. Dislocation density analysis

Densities of screw and edge dislocations were determined
from of XRD rocking-curve scans. For screw dislocation
density estimation, the William-Hall (W-H) method, where
βsin(θ )/λ is plotted as a function of sin(θ )/λ for three sym-
metric reflections (0002), (0004), and (0006), was applied
[81]. β is the integral width of the measured profile, λ is
the x-ray wavelength, and 2θ is the scattering angle. The

FIG. 1. XRD 2θ -ω scans for (0002) peaks of all studied
AlxGa1−xN layers.
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FIG. 2. Experimental thermal conductivity data (symbols) and the fit (lines) by the model described in Sec. III for (a) GaN and (b) AlN.
The Grüneisen parameters γL and γT are the only fitting parameters used.

correlation length parallel to the sample surface was estimated
from the y intercept yo of the fitted line by L|| = 0.9/2yo [81].
The slope is a direct measure of the tilt angle αS .

As for the edge dislocations, the twist angle αE was ob-
tained from the plot of the reflection peak broadening versus
the inclination angle from the surface normal [82]. Reflection
from the symmetric plane (0002) and five asymmetric planes
(1011), (1012), (1013), (1014), and (1015) were measured. In
the fitting, the tilt angle obtained from the W-H plot was used
as a fixed parameter.

Finally, the dislocation densities are calculated by

Di = α2
i

4.35b2
i

, (22)

where i = S, E , and bS = c and bE = a are the Burger vectors
for screw and edge dislocations, respectively [81,82]. The
values obtained for all studied samples are shown in Table I.

C. Grüneisen parameters

The calculation of the lattice thermal conductivity using
the theoretical model described in Sec. III requires a number
of material parameters. In the case of GaN and AlN, all these
parameters, except for the Grüneisen parameters, are well
known from numerous experimental and theoretical studies
(Table II). The phonon-mode Grüneisen parameters describe
the anharmonicity of the atomic interactions in the crystal
lattice and determine the strength of the phonon-phonon scat-
tering. PD-, D-, and A-scattering rates are also affected by
the crystal lattice anharmonicity. Generally, the Grüneisen pa-
rameters depend on the phonon frequency, but in the Callaway
model the average-mode parameters are used [57]. The only
available experimental data for the Grüneisen parameters in
GaN and AlN are those obtained from thermal expansion
measurements [83,84]. In these studies, however, the extracted
values correspond to the average anharmonicity of the entire
phonon spectrum and no distinction between the different
phonon modes can be made.

Here, the relevant Grüneisen parameters γL and γT

are obtained by a least-squares minimization fit of the
available experimental data for the temperature dependence
(above 200 K) of thermal conductivity of bulk GaN and AlN.
The fit was done by the modified Callaway model (described
in Sec. III) using γL and γT as the only fitting parame-
ters. The fitting is illustrated in Fig. 2. At high-temperature
range, the temperature dependence of the thermal conductiv-
ity can be approximated by k ∝ T −m. Note that for defect-free
semiconductor crystals, where the umklapp phonon scatter-
ing dominates, a slope of m ≈ 1 is expected. The extracted
Grüneisen parameters together with the values of m for differ-
ent sets of data are given in Table III.

In the case of AlN, a good fit could be achieved only
in a narrow temperature range [Fig. 2(b)]. This can be ex-
plained by the smaller energy gap between acoustic and
optical phonon branches in AlN [85], which results in a strong
contribution of the three-phonon scattering process involving
the optical phonons at higher temperatures [36,37]. In the
modified Callaway model used in the fitting of the experimen-
tal data only the acoustic phonons are considered, however.
This is also the reason for the higher values obtained for m.
For GaN, the acoustic-optical phonon gap is larger and the
contribution of the three-phonon scattering process involving
the optical phonons is negligible. Thus, a quite satisfactory fit
in a wide temperature range is achieved [Fig. 2(a)].

The extracted Grüneisen parameters for GaN and AlN
show rather good agreement between the different sets of
experimental data. For later calculations, we use γL = 0.64
and γT = 0.31 for GaN, and γL = 0.75 and γT = 0.35 for
AlN. For AlxGa1−xN alloys, a linear interpolation between the
values of binary compounds is used.

D. Effect of the phonon-alloy scattering

The thermal conductivity of all AlxGa1−xN samples mea-
sured at 300 K is shown in Fig. 3. The samples of set 1
are epitaxial layers with a low Al composition (0 � x �
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TABLE III. Grüneisen parameters, γL and γT , extracted by fitting of the experimental temperature dependence of the thermal conductivity
of GaN and AlN.

Reference Method Impurity concentration (×1016 cm−3) Dislocation density (cm−2) γL γT m

GaN [17] Steady-state heat flow [O] = 2.1, [Si] = 0.4 5 × 104 0.64 0.31 1.17
[20] Steady-state heat flow [O] = 4 5 × 104 0.46 0.56 1.00
[21] 3ω [O] = 2.3, [Si] = 1.6, [C] = 0.7 5 × 106 0.56 0.36 1.17
[22] 3ω [O] = 1.0, [Si] = 10, [C] = 1.0 5 × 104 0.60 0.30 1.3
[23] TDTR [O] = 100 2.1 × 106 0.61 0.45 1.12
[29] 3ω [O] = 230, [Mg] = 230 1 × 104 0.63 0.33 1.33

Present work TTR [Si] = 10 5 × 106 0.65 0.31 1.08
AlN [22] 3ω [O] = 10, [Si] = 2, [C] = 5 1 × 103 0.75 0.40 1.2

[31] 3ω [O] = 3.1, [Si] = 2.8, [C] = 4.6 1 × 103 0.90 0.30 1.32
[33] TDTR [O] = 33, [Si] = 1, [C] = 14 1.6 × 108 0.75 0.35 1.33
[34] Steady-state heat flow [O] = 600, [Si] = 50, [C] = 500 0.80 0.30 1.54

0.09). The thermal conductivity shows a steep decrease from
152 W/m K (x = 0) to 21.5 W/m K (x = 0.09). Further
decrease can be still seen for compositions up to x = 0.2.
The samples of set 2 are with a high Al composition (0.57 �
x � 0.88) and their thermal conductivity is in the range
of 7–10 W/m K. In combination with data for HVPE-
grown layers reported in our previous work [43] and for
MOCVD grown layers reported by Daly et al. [38], we
clearly see that the thermal conductivity does not show a
remarkable change for the compositions of 0.2 � x � 0.9.
At the very high composition range of 0.9 � x � 1, a steep
increase of k with x is observed. In Fig. 3(a), the data
measured by the 3ω method in HVPE-grown AlxGa1−xN
layers [40] are also shown. These data, however, are sig-
nificantly higher than all others reported. The reason for
such discrepancy is not clear. However, it is worth noting
that for layers examined in Ref. [40] an unexpected increase
of the thermal conductivity with temperature is observed,

which is typical for amorphous or completely disordered
materials [40].

In Fig. 3(a), the thermal conductivity calculated by the
modified Callaway model (described in Sec. III) is also
shown. The calculations are performed for layers with two
different thicknesses (0.5 μm and 2 μm) and dislocation
densities of DS = 4 × 108 cm−2 and DE = 4 × 109 cm−2, as
well as for bulk dislocation-free AlxGa1−xN. A good match
between the theoretical and the experimental data for layers
is observed. For the bulk AlxGa1−xN, the lowest thermal
conductivity (k = 15.9 W/mK) is obtained at x = 0.57. This
value is more than 15 times lower that the values for bulk GaN
and AlN binary compounds.

To gain an insight on the composition dependence of the
thermal conductivity of AlxGa1−xN, we examine the indi-
vidual contribution of different resistive phonon-scattering
processes. The results for bulk AlxGa1−xN at 300 K are show
in Fig. 3(b). The contribution of the three-phonon umklapp
scattering, which is known to dominate the thermal conductiv-

FIG. 3. (a) Measured (symbols) and calculated (lines) thermal conductivity of AlxGa1−xN at room temperature as a function of Al
composition. Only data for nominally undoped layers are shown. (b) Composition dependence of the partial thermal conductivity calculated
for each individual phonon-scattering process for bulk AlxGa1−xN.
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ity in binary semiconductor compounds at room temperature,
is found to have a weak composition dependence. The
specific composition dependence of the thermal conductivity
of AlxGa1−xN is essentially due to the phonon-alloy scat-
tering, where the fluctuations of atomic mass and atomic
radius among the group-III atoms play an vital role. For Al
compositions between x = 0.1 and x = 0.95, the phonon-
alloy scattering gives the main contribution to the thermal
conductivity. As for the phonon-isotope scattering, its con-
tribution decreases at high Al composition because the Al
atom has a single isotope. This can explain the slightly asym-
metric composition dependence of the thermal conductivity.
We note that the calculations for PD-, D-, and B-scattering
processes, which could contribute to the thermal conductivity
in epitaxial AlxGa1−xN layers, show a very weak composition
dependence.

Using the modified Callaway model the thermal conduc-
tivity of AlxGa1−xN at temperatures well above the room
temperature can be predicted. The composition dependence
remains almost the same as that at room temperature but the
values are significantly reduced. For example, we have found
that for 2 μm thick AlxGa1−xN layers with compositions of
x = 0, 0.1, and 0.6 the thermal conductivity at 1000 K is
reduced by 50%, 31%, and 25%, respectively, compared to the
values at 300 K. Note that the reduction becomes smaller with
increasing composition up to x = 0.6 reflecting the decrease
of the relative contribution of the three-phonon umklapp scat-
tering in respect of that of the phonon-alloy scattering. At
compositions x > 0.6 the temperature-induced reduction of
the thermal conductivity between 300 K and 1000 K is in-
creased due to the lower contribution of the phonon-alloy
scattering and reaches 53% for x = 1 (AlN).

E. Effect of dislocations

In Fig. 4, the thermal conductivity of GaN and undoped
AlxGa1−xN samples studied is plotted as a function the total
dislocation density (D = DS + DE ). A collection of published
experimental data [18,43,86–89] is also shown in Fig. 4. Our
data for GaN are fitted by the modified Callaway model where
the dimensionless scaling factor on the right side of Eq. (12)
is used as the only fitting parameter. The best fit is obtained
for a scaling factor of 400 (red line in Fig. 4). The thresh-
old dislocation density Dth (defined as the density at which
the thermal conductivity of dislocation-free GaN decreases
by 5%) is estimated to be 1.7 × 108 cm−2. A quite good
agreement between our model and the published data (except
for data in Ref. [18] and Ref. [86]) is observed. The thermal
conductivity data for thick HVPE GaN measured by the 3ω

method [18] show a much lower threshold dislocation density
(Dth = 1 × 107 cm−2). On the other hand, a surprising high
thermal conductivity is measured by TDTR in MOCVD and
molecular beam epitaxy grown GaN layers with dislocation
density >2 × 109 cm−2 [89]. Li et al. [89] have speculated
that the discrepancy between their data and those compiled
in Ref. [18] is due to the size effect, i.e., due to the finite
sample thickness and the contribution of the B scattering.
However, it has been shown that the thermal conductivity of
GaN measured in layers with different thicknesses tends to
saturate at a thickness of 5−10 μm [43,90]. The thicknesses

FIG. 4. Room-temperature thermal conductivity of studied GaN
and AlxGa1−xN samples as a function of the total dislocation den-
sity (D = DS + DE ). For a comparison, experimental data from
Refs. [18,43,86–89] are also shown. The solid lines present the
calculations using the modified Callaway model for bulk materials,
while the dashed lines are the calculations for layers with thickness
of 2 μm.

of the samples examined by Mion et al. [18] as well as of the
samples we have studied (except for sample AL0) are much
larger, so any size effect can be excluded. We believe that the
discrepancy between the data shown in Fig. 4 is mainly due
to the way in which the dislocation density is determined. In
Ref. [18], the dislocation density is estimated from panchro-
matic cathodoluminescence (CL) images meaning that only
the dislocations which reach the surface are counted; then the
total dislocation density is likely underestimated. Note that a
large difference in the dislocation density determined by CL
and XRD, especially in the range below 5 × 107 cm−2, is re-
ported by Park and Bayram [87]. In Ref. [86], the dislocation
density is determined from transmission electron microscopy
(TEM) studies. TEM, however, is a local technique; i.e., the
images are taken for a very small area. It is not clear where
exactly the cross-section TEM images used for the dislocation
density estimation in Ref. [86] are taken. Having in mind
that the dislocation density varies strongly along the growth
direction, the actual contribution of the D scattering to the
thermal conductivity could be quite different.

Using a scaling factor of 400 on the right side of Eq. (12)
the dislocation density dependence of thermal conductivity of
AlxGa1−xN is calculated and shown in Fig. 4 for bulk mate-
rials (solid lines) and for 2 μm thick layers (dashed lines). It
is found that the Dth in bulk AlxGa1−xN increases with the Al
composition, reaching 1.1 × 109 cm−2 at x = 0.6. This can be
explained by the increased contribution of the phonon-alloy
scattering which prevails over the phonon-dislocation scatter-
ing at higher Al compositions. The Dth in 2 μm thick layers
is higher than that in the bulk materials (7 × 109 cm−2 at x =
0.6) due to the additional interplay with the phonon-boundary
scattering. At Al composition above x = 0.6 (not shown here)
the Dth decreases in both the bulk AlxGa1−xN and the layers
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FIG. 5. Thermal conductivity of GaN and AlxGa1−xN as a func-
tion of Si doping concentration. The symbols show the experimental
data while the solid (dashed) lines present calculations excluding
(including) the FE scattering. Data for bulk GaN (Ref. [21]) are also
shown.

as a result of the decreased contribution of the phonon-
alloy scattering. As seen in Fig. 4, the experimental data for
thermal conductivity of AlxGa1−xN layers is well aligned with
the calculated dislocation density dependence. Unfortunately,
there are no data for D < 1 × 109 cm−2 because all samples
studied so far are heteroepitaxial layers having a high density
of dislocations.

F. Effect of Si doping

Figure 5 shows the thermal conductivity of Si-doped GaN
and low Al composition AlxGaN1−xN layers together with
the doping concentration dependence predicted by the mod-
ified Callaway model. The solid lines present the calculations
where the PD scattering is included in the model to ren-
der the effect of doping. In the PD-scattering process, the
phonons are scattered by the mass and size difference be-
tween substitutional Si atoms and Ga host atoms. Dashed
lines show the NSi dependence when FE scattering due to
the presence of free electrons from ionized Si donors is also
taken into account. It is found that if only the PD scattering
is accounted for in the model, the threshold Si concentra-
tion at which the doping starts to play a role on the thermal
conductivity NSith (i.e., where the thermal conductivity of
undoped GaN and AlxGaN1−xN decreases by 5%) increases
from 4.9 × 1019 cm−3 for bulk GaN to 8 × 1019 cm−3 for
GaN layers, and to 9.6 × 1020 cm−3 for Al0.04GaN0.96N.
With including the FE scattering the NSith is reduced by
two orders of magnitude for GaN and Al0.01GaN0.99N and
even more for Al0.03GaN0.97N and Al0.04GaN0.96N. These
results can be explained by the interplay between different
resistive phonon scattering processes. First, in GaN layers,
the D- and B-scattering contributions prevail over that of
the PD and FE scattering at NSi < 1019 cm−3. Second, the

A scattering starts to dominate the thermal conductivity at
Al composition x > 0.01. Third, the contribution of the FE-
scattering sightly increases with the Al composition due to the
increase of the electron effective mass and acoustic phonon
deformation potential. Note that the calculations for GaN
and AlxGaN1−xN layers are done for a dislocation density
of 1.5 × 109 cm−2 and layer thicknesses of 4 μm (GaN) and
2 μm (AlxGaN1−xN).

As seen in Fig. 5, experimental data for the thermal con-
ductivity of bulk Si doped GaN (Ref. [21]) are well aligned
with the calculations including both the PD and FE scatter-
ing. For GaN layers, however, our measurements reveal no
reduction of k for Si concentration up to 5 × 1019 cm−3. It
seems that the contribution of the FE scattering is overcome
by another process leading to an increase of the thermal con-
ductivity.

For AlxGaN1−xN layers, the measured thermal conduc-
tivity follows the calculations for NSi < 1018. At higher Si
doping, however, an increase of k is observed. At a doping
concentration of 1020 cm−3, an increase of 11% and 21% of
k for compositions of x = 0.03 and x = 0.04, respectively, is
observed. Obviously, the calculations of lattice thermal con-
ductivity that include FD and FE scattering underestimate the
experimental data in highly doped AlxGaN1−xN layers. The
increase of k is believed to be a result from the contribution
of the electronic thermal conductivity, i.e., due to the thermal
transport by the free electrons. Note that the free electrons are
the primary carriers that transport the heat in metals. There-
fore, they can have a substantial contribution to the thermal
conductivity in heavily n-type doped semiconductors even at
room temperature [91,92]. Comparing the calculations of the
lattice thermal conductivity with the experimental data, we
found that the relative contribution of the electronic thermal
conductivity to the total thermal conductivity of AlxGa1−xN
with compositions of x = 0.03 and x = 0.04 is about 37% and
48%, respectively. These large values of the relative contribu-
tion of the electronic thermal conductivity can be explained
by (i) the reduction of the lattice thermal conductivity of
Al0.03Ga0.97N and Al0.04Ga0.96N due to the phonon-alloy scat-
tering (54% and 64%, respectively); (ii) the further drop of the
lattice thermal conductivity due to the phonon-free-electron
scattering at the free-electron concentration above 1020 cm−3

(about 33%); and (iii) the increased contribution of the free
electrons to the heat transport [92].

G. Thermal boundary resistance at Au/AlxGaN1−xN interface

In our TTR measurements on thick AlxGa1−xN layers with
Au transducer, we are able to extract not only the thermal
conductivity of layers but also the TBR at Au/AlxGa1−xN
interface. To do that, in the processing of the acquired tran-
sients of the reflected signal, the thermal conductivity of
AlxGa1−xN layer, and the Au/AlxGa1−xN TBR were used as
fitting parameters. The TBR results for all studied samples
as a function of Al composition are shown in Fig. 6(a). The
TBR for GaN and AlN layers is found to be quite small but
for alloys a strong increase is observed. Note that the value
of the Au/GaN TBR we obtain (5.1 m2 K/GW) is in a good
agreement with the previously reported data [93]. In Fig. 6(a)
is also shown the root mean square (rms) surface roughness of
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FIG. 6. (a) TBR at Au/AlxGa1−xN interface and rms of AlxGa1−xN layers as a function of Al composition. The solid line presents the TBR
calculated by DMM model. (b) TBR as a function of rms.

AlxGa1−xN layers as measured by AFM. The clear correlation
between the TBR and rms indicates that the increase of the
TBR in alloys is rather due to the surface roughness and not
to the internal material properties and the effect of Al alloying.

We have also performed calculations of the Au/AlxGa1−xN
TBR based on the diffusive mismatch model (DMM) [94,95].
The DMM model that treats heat transport across the interface
as diffusive, i.e., scattered phonons have no memory of the
mode or directions, is found to be more appropriate for the
metal/semiconductor TBR than the acoustic mismatch model
especially at room temperature [95–97]. The results from cal-
culations are shown by a solid line in Fig. 6(a). It is seen that
the model predicts rather well the TBR for GaN and AlN but
strongly underestimates the experimental data for the alloys.
Note that the DMM model does not account for the phonon
scattering due the interface roughness. Generally, the model is
valid when the dominant phonon wavelength λd � rms [95].
We have estimated that for the AlxGa1−xN, λd at 300 K varies
between 0.3 nm (GaN) and 0.45 nm (AlN). The rms of our
GaN and AlN layers is in this range but for alloys the rms is
much higher.

In Fig. 6(b), the Au/AlxGa1−xN TBR is plotted as a
function of surface roughness. A linear increase of the TBR
with increasing rms is observed. The linear fit of the exper-
imental data yields TBR(m2 K/GW) = 5.1 + 10.8 rms(nm).
The high slope indicates that the TBR is very sensitive
to the surface roughness. The intercept of the fitting line
with the y axis (at about 5 m2 K/GW) can be regarded as
a low limit of Au/AlxGa1−xN TBR for an atomically flat
interface.

V. CONCLUSION

Room-temperature thermal conductivity of AlxGa1−xN
layers with Al composition 0 � x � 1 has been measured
using the TTR technique. The measured thermal conductivity
was analyzed by numerical calculations within the frame of a
modified Callaway’s model. We have found a steep decrease

of the thermal conductivity of AlxGa1−xN with increasing
Al composition in the range 0 � x � 0.2 and with decreas-
ing Al composition in the range of 0.9 � x � 1 compared
with the value for binary compounds. These observations
are explained by the abrupt increase of the phonon-alloy
scattering rate. For Al compositions between x = 0.2 and
x = 0.9, the thermal conductivity is almost constant because
the phonon-alloy scattering rate saturates in this region. We
have also found that the dislocations have a detrimental effect
on the thermal conductivity of layers. For GaN, the thresh-
old dislocation density at which the thermal conductivity
starts to decrease is estimated to be 1.7 × 108 cm−2. For
AlxGa1−xN, the threshold dislocation density increases and
reaches 1.1 × 109 cm−2 for the composition of x = 0.6 due
to the prevailing contribution of the phonon-alloy scattering.
For the Si-doped AlxGa1−xN layers we have revealed a sign
of the electronic contribution to the thermal conductivity at
carrier concentrations higher than 1018 cm−3; this leads to a
higher thermal conductivity at higher doping concentration.
The electronic contribution is estimated by 37% and 48% for
the compositions of x = 0.03 and x = 0.04, respectively, at
carrier concentration of 1020 cm−3. Finally, we have studied
the TBR at the Au/AlxGa1−xN interface and revealed that it
is highly sensitive to the surface roughness of the AlxGa1−xN
layers. The results from this study can be useful for the device
optimization and the thermal management of the AlxGa1−xN-
based electronic devices.
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