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Microscopic origin of anomalous interlayer exciton transport in van der Waals heterostructures
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Van der Waals heterostructures constitute a platform for investigating intriguing many-body quantum phe-
nomena. In particular, transition-metal dichalcogenide (TMD) heterobilayers host long-lived interlayer excitons
which exhibit permanent out-of-plane dipole moments. Here, we develop a microscopic theory for interlayer
exciton-exciton interactions including both the dipolar nature of interlayer excitons as well as their fermionic
substructure, which gives rise to an attractive fermionic exchange. We find that these interactions contribute
to a drift force resulting in highly nonlinear exciton propagation at elevated densities in the MoSe2 − WSe2

heterostructure. We show that the propagation can be tuned by changing the number of hBN spacers between the
TMD layers or by adjusting the dielectric environment. In particular, although counterintuitive, we reveal that
interlayer excitons in freestanding samples propagate slower than excitons in hBN-encapsulated TMDs—due to
an enhancement of the net Coulomb drift with stronger environmental screening. Overall, our work contributes
to a better microscopic understanding of the interlayer exciton transport in technologically promising atomically
thin semiconductors.

DOI: 10.1103/PhysRevMaterials.6.094006

I. INTRODUCTION

In recent years, van der Waals heterostructures have
emerged as a new class of 2D materials providing a promis-
ing playground for studying strong correlations and exotic
phases of matter [1–4]. These structures may be formed
by stacking transition-metal dichalcogenide (TMD) mono-
layers on top of each other, which enables the formation
of long-lived interlayer excitons [5–8], i.e., Coulomb-bound
electron-hole pairs where the electronic constituents reside in
different layers; cf. Fig. 1. Due to the large separation between
electrons and holes, interlayer excitons exhibit permanent
out-of-plane dipole moments. These result in strong repulsive
inter-excitonic interactions, which are of crucial importance
for many-body phenomena in the quantum regime [9–12].

In particular, the effect of strong dipole repulsion has
been observed in photoluminescence measurements [10,13],
where the interaction becomes manifest in density-dependent
blueshifts of the emission energy with increasing pump
power. Moreover, recent experimental studies [10,12] display
the crucial impact of repulsive exciton-exciton interactions
in interlayer exciton propagation and transport at elevated
electron-hole densities. In this context, highly nonlinear ex-
citon diffusion was observed and attributed to the net drift
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flux of interlayer excitons caused by the repulsive interac-
tions. However, despite the first experiments displaying the
importance of the interlayer exciton-exciton interaction in van
der Waals heterostructures, its microscopic origin and the
role of the exchange coupling and excitonic screening have
remained elusive. Furthermore, strategies on how to experi-
mentally control the Coulomb-induced exciton drift have not
been systematically studied so far.

In this work, we present a microscopic theory of exciton-
exciton interactions and study their impact on interlayer
exciton propagation in the exemplary MoSe2 − WSe2 het-
erostructure. While most previous studies have focused on
dipole-dipole repulsion explaining the nonlinear exciton dif-
fusion [12–14], we show that it is of crucial importance to
also consider the fermionic exchange interactions [15–17] and
excitonic screening [18,19]; cf. Fig. 1. We reveal that the inter-
play of these partially counteracting mechanisms determines
the overall spatiotemporal dynamics of interlayer excitons. In
particular, we find that the repulsive interlayer exciton-exciton
interaction is considerably reduced by the attractive exchange
interaction. These interactions generate a net drift force which
leads to an increase in the effective diffusion coefficient by up
to an order of magnitude at high exciton densities, resulting in
a highly nonlinear interlayer exciton propagation. Moreover,
we find that the latter can be tuned by changing the interlayer
distance, e.g., through the inclusion of hBN spacers (Fig. 1),
thereby enhancing the repulsive dipolar interactions between
interlayer excitons. Finally, we predict a counterintuitive de-
pendence on the dielectric environment, where freestanding
heterostructures exhibit a smaller exciton drift, despite the
stronger Coulomb interaction between individual charges in
a purely classical picture.
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FIG. 1. Schematic illustration of the repulsive dipole-dipole in-
teraction (red arrows) and attractive exchange interaction (blue
arrows) between interlayer excitons in the exemplary MoSe2 −
WSe2 heterostructure. Dipole-dipole repulsion plays a crucial role at
elevated densities and leads to a strong drift of the interlayer exciton
distribution n(x, t ).

II. THEORETICAL MODEL

To describe intra- and interlayer exciton-exciton interac-
tions in a microscopic and material-specific way we combine
the exciton density matrix formalism [20–22] with density
functional theory calculations [23]. First, we derive the mean-
field Hamilton operator H = H0 + Hx−x, consisting of the
free part (H0) and the inter-excitonic interaction part (Hx−x).
We express the Hamiltonian in an excitonic basis with H0 =∑

α,Q Eα
QX †

α,QXα,Q and

Hx−x =
∑
α,β
Q,q

W αβ

mf,q,QX †
α,Q−qXβ,Q. (1)

Here, X (†)
α,Q are excitonic operators creating or annihilating an

exciton in the state α = 1s, 2p, 2s, . . . with the center-of-mass
momentum Q. The exciton dispersion Eα

Q = h̄2Q2

2M + Eα in-
cludes the exciton binding energy Eα , which is obtained along
with the associated excitonic wave functions ϕα,q by solving
the Wannier equation [24]. The appearing exciton mass M is
obtained from DFT calculations [23]. The full derivation of
the mean-field Hamiltonian and the used DFT parameters can
be found in the Supplemental Material [25].

The interaction term, Hx−x, contains the mean-field
exciton-exciton matrix element, W αβ

mf,q,Q, which includes direct
and exchange contributions. In general, both contributions are
momentum-dependent, but the matrix element for 1s excitons
is approximately constant in the long-wavelength limit and
reads

lim
q,Q→0

W 1s−1s
mf,q,Q = nx(gd−d + gx−x ). (2)

The full expression for the momentum-dependent matrix el-
ement is given in the Supplemental Material. Note that the
full momentum-dependent matrix elements have been in-
vestigated in detail in a previous study [21]. In this work

we consider low temperatures and cold exciton distributions
peaked around Q = 0, and therefore restrict our studies to
the long-wavelength approximation of the exciton-exciton in-
teraction. In the context of interlayer exciton transport, the
long-wavelength approximation holds as the length scale of
the exciton spatial profile (∼μm) is much larger than the
length scale of the exciton-exciton interaction (∼ nm); cf. the
Supplemental Material. Moreover, we consider interactions
between the mostly occupied 1s exciton states, neglecting
the coupling to higher-order exciton states. We have intro-
duced the exciton density nx and the dipole-dipole interaction
strength gd−d , which reads

g(X )
d−d = 0, g(IX )

d−d = e2

2ε0

(
d1

ε
(1)
⊥

+ d2

ε
(2)
⊥

+ 2R

εR

)
(3)

for intralayer (X ) and interlayer (IX ) excitons. Here, e is the
electron charge, di the TMD layer thickness, ε

(i)
⊥ the out-of-

plane component of the dielectric tensor [26] of the TMD
layer i = 1, 2, R the layer separation, and εR the effective
dielectric constant for a spacer with the thickness R; cf. Fig. 1.
While the dipole-dipole interaction between ground state in-
tralayer excitons vanishes, for interlayer excitons we find a
considerable repulsive (>0) interaction that can be interpreted
as a classical dipole-dipole coupling [21,27].

Since excitons are composite bosons consisting of elec-
trons and holes, exchange of fermionic constituents [16,22]
also has to be included when considering exciton-exciton in-
teractions. In contrast to the classical dipole-dipole coupling,
the exchange interaction strength depends strongly on the
excitonic wave functions and reads

gx−x = A
∑
k,k′

|ϕk′ |2
(

2V eh
k ϕ∗

k+k′ϕk′ −
∑
λ=e,h

V λλ
k |ϕk′+k|2

)
, (4)

where A is the crystal area. Note that the appearing electronic
Coulomb matrix elements V λλ

k and V λλ̄
k (λ �= λ̄) are propor-

tional to 1/A, such that gx−x is independent of A. The first
term in Eq. (4) is proportional to the electron-hole interaction
(V eh

k ), while the second is determined by the electron-electron
(V ee

k ) and hole-hole (V hh
k ) interactions [16,28]. Importantly,

the contributions V eh and V ee/V hh come with different signs,
reflecting the attractive and repulsive nature of the electron-
hole and electron-electron (hole-hole) coupling, respectively.

The nature of the exchange part of the exciton-exciton
interaction between intralayer and interlayer excitons is fun-
damentally different. In particular, it holds that V eh

k ≈ V hh
k ≈

V ee
k (V eh

k � V ee
k ,V hh

k ) for interactions between intralayer
(interlayer) excitons; i.e., the electron-hole interaction is
significantly weaker than the Coulomb repulsion between
individual electrons or holes when electrons and holes are
spatially separated in different layers. As a consequence, the
exchange interaction becomes more attractive (negative) as
the vertical separation of electrons and holes is increased
[29]. In contrast, the exchange interaction between intralayer
excitons is always repulsive (positive) [30].

When evaluating the electronic Coulomb matrix elements
(V eh

k ,V ee
k ,V hh

k ) we take into account (i) the finite thickness
of the TMD sample and the dielectric screening due to
the surrounding substrate and the TMD monolayers them-
selves, and (ii) the excitonic screening present at elevated
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electron-hole densities. The first (background) contribution is
obtained as a generalized Rytova-Keldysh potential [6,31,32]
and the latter is calculated using static excitonic polarizabil-
ities via an excitonic Lindhard model [18,19], inducing a
density dependence in the exciton-exciton interaction (see
Supplemental Material for more details). Note, however,
that the exciton wave functions are still taken as density-
independent, which is assumed to hold as long as the
exciton-exciton interaction energy is smaller than the binding
energy and can be seen as a perturbative correction to the
exciton energy. This assumption is justified in this work as we
consider densities at which most electron-hole pairs are bound
as excitons, i.e., densities below the exciton Mott transition
at ∼1013 cm−2 [19]. The negligence of free carrier screening
allows us to obtain a theory expressed entirely in excitonic
quantities. Note that although excitons (being effectively neu-
tral quasiparticles) are only weakly polarizable compared to
the free plasma, we find that the inclusion of higher-lying
p states, e.g., 1s − 2p exciton transitions, gives rise to a
significant screening stemming from bound states [19] (cf.
the Supplemental Material). Finally, we point out that the
mean-field treatment of excitons introduced here, considering
excitons as pure and independent bosons with the fermionic
exchange effects captured via the excitonic Coulomb matrix
elements, neglects the formation of biexcitons or higher-order
particle clusters. Moreover, the theory is expected to hold up
to first order in exciton density, nx. In particular, this translates
to fulfilling the condition nxa2

B � 1, corresponding to exciton
densities nx � 1014 cm−2 assuming an exciton Bohr radius
aB ∼ 1 nm [27].

III. DENSITY-DEPENDENT SPECTRAL SHIFTS

We now make use of the Hamiltonian in (1) to determine
the density-dependent spectral shifts of exciton resonances,
which are accessible, e.g., in photoluminescence spectra
[10,13]. These shifts can be microscopically calculated di-
rectly from the equation of motion for the bright exciton
polarization, P1s = 〈X †

1s,Q=0〉, which on a Hartree-Fock level
reads (cf. the Supplemental Material)

Ṗ1s = i

h̄
(E1s + �E (nx ))P1s (5)

with nx = 1
A

∑
Q〈X †

QXQ〉. Here, we introduced the density-
dependent energy renormalization

�E (nx ) ≡ (gd−d + gx−x )nx + �CH . (6)

The last term describes the Coulomb-hole contribution [33],
which explicitly takes into account density-dependent screen-
ing effects of the electronic band gap. It reads �CH =∑

q(V hh
q − V̄ hh

q ), where V̄ hh
q denotes the unscreened Coulomb

potential with respect to exciton screening. Hence, within our
formalism, the Coulomb-hole term describes the reduction of
the exciton energy due to a screening-induced change in the
Coulomb renormalization of the filled valence band (cf. the
Supplemental Material for details).

In Fig. 2 we present the corresponding density-dependent
energy renormalization for interlayer [Fig. 2(a)] and intralayer
excitons [Fig. 2(b)] in the exemplary MoSe2 − WSe2 het-
erobilayer and WSe2 monolayer, respectively. Due to the

FIG. 2. Density-dependent energy renormalization �E due to
the exchange interaction (gx−x; blue), the dipole-dipole interaction
(gd−d ; red), and the screening-induced Coulomb-hole contribution
(yellow). Note that the individual contributions are included addi-
tively. (a) Interlayer energy renormalization in the MoSe2 − WSe2

heterostructure, resulting in a net blueshift of the exciton resonance.
(b) Intralayer energy renormalization in the WSe2 monolayer, result-
ing in a net redshift.

strong dipole-dipole interaction (gd−d ) in the heterostructure
we obtain a net blueshift—in agreement with experimental
studies [12,13,34]. In contrast, a small redshift is found in
the intralayer case due to the absence of permanent dipole
moments. Here, we note that the intralayer exciton-exciton
interaction is dominated by quantum-mechanical exchange
interactions (gx−x), as has been confirmed previously for TMD
monolayers [21,35] and quantum wells [15,27,30]. Moreover,
as discussed above, the exchange interaction is repulsive (at-
tractive) in the intralayer (interlayer) case. The nature of this
interaction depends strongly on the interplay between the
electron-hole and electron-electron/hole-hole Coulomb ma-
trix element; cf. Eq. (4). By including the screening between
excitons at elevated densities, the blueshift of the interlayer
exciton resonance is reduced, resulting in a net shift on the
order of 15 meV for the considered density range (0 � nx <

5 × 1012 cm−2).
Finally, we also observe the predominant role of the

Coulomb-hole term in monolayers, compensating for the
exchange-induced shift to higher energies and even leading to
a net redshift of intralayer exciton resonances—in agreement
with experimental observations [10] and previous microscopic
calculations [36]. Note that correlation effects and free carrier
screening are neglected here, which could reduce the shift of
exciton resonances further.

In the following, we will focus on spatially inhomoge-
neous systems, assuming density gradients on much larger
scales than the exciton Bohr radius/thermal wave length. In
real space, the energy shifts discussed above translate into
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a spatially varying potential �E (n(x, y)) which leads to a
drift of excitons. Thus, we now consider the propagation of
interlayer excitons and focus in particular on the impact of
exciton-exciton interactions.

IV. COULOMB-DRIVEN EXCITON PROPAGATION

The spatiotemporal dynamics of excitons can be ac-
cessed through the temporal evolution of the exciton Wigner
function [37–39], which is directly extracted from the Heisen-
berg equation of motion for the off-diagonal density matrix
〈X †

QXQ′〉. Extending the approach introduced by Hess and
Kuhn [40,41] to excitons, we can quantitatively describe the
spatiotemporal evolution of the interlayer exciton density
n(r, t ) through the following drift-diffusion equation:

ṅ(r, t ) = ∇ · [D(n(r, t ))∇n(r, t )]

+ μm∇ · [�E (n(r, t ))∇n(r, t )] − n(r, t )

τ
, (7)

with D(n) = D0
Td
T [exp(Td/T ) − 1]−1, where D0 is the low-

density diffusion coefficient, Td = 2πnh̄2

MkB
the degeneracy

temperature, μm = D0
kBT the exciton mobility, and τ the exciton

lifetime [42]. At the cryogenic temperatures (T � Td ) consid-
ered in this work, the diffusion coefficient D acquires a strong
density dependence as a result of boson bunching. Here, we
have included the spatially varying exciton-exciton interaction
energy �E (n(r, t )) [Eq. (6)] consisting of contributions from
the dipole-dipole interaction (gd−d ), the exchange interac-
tions (gx−x), and the Coulomb-hole term (�CH ). Note that
we disregard exciton-exciton annihilation processes [43,44] in
this work. These are assumed to be negligible for interlayer
excitons, as has been confirmed by recent time-dependent
photoluminescence measurements in MoSe2 − WSe2 [12] as
well as WS2 − WSe2 heterobilayers [10]. Additional de-
tails on the derivation of (7) are found in the Supplemental
Material.

The first term in Eq. (7) accounts for the diffusive prop-
agation of excitons and leads to conventional diffusion at
low excitation densities with a time-independent propagation
speed given by the low-density diffusion coefficient D0 ac-
cording to Fick’s law [37,45]. The second term, which arises
due to net repulsive exciton-exciton interactions, leads to a
drift flux of interlayer excitons and is therefore denoted as
the Coulomb-induced drift. Finally, the third term in (7) de-
scribes the population decay of the interlayer exciton density.
By numerically solving the drift-diffusion equation [Eq. (7)]
for an exemplary hBN-encapsulated MoSe2-hBN-WSe2 het-
erostructure (Fig. 1), we gain microscopic access to the
spatiotemporal dynamics of interlayer excitons. In the con-
sidered AA-stacked heterostructure we note that the bright KK
interlayer exciton state is by far the energetically lowest state
due to the large type-II band alignment [46], and therefore it is
justified to restrict our analysis to this state. Moreover, we can
neglect the effects of hybridization due to the weak interlayer
tunneling strength at the K point [47,48]. The inclusion of
an hBN spacer with the thickness R = 0.3 nm additionally
allows us to disregard the possibility of interlayer excitons
being trapped by the moiré potential, which is known to affect
exciton transport in van der Waals heterostructures [3,49,50].

Furthermore, we adapt our study to the experimental condi-
tions of Ref. [12] by setting the temperature to T = 4.6 K, the
low-density diffusion coefficient D0 = 0.15 cm2/s, and the
exciton lifetime τ = 3.5 ns obtained from transport measure-
ments. In Fig. 3(a) we illustrate the exciton density n(x, y, t )
for different times t . We initialize the exciton distribution
as a Gaussian, n(x, y, 0) = nxexp[−(x2 + y2)/σ 2

0 ], and spec-
ify the initial density nx = 5 × 1012 cm−2 and laser spot
size σ 2

0 = 1 μm2. As time progresses, the density devel-
ops into a super-Gaussian distribution whose spatial width,
given by σ 2

t = ∫
r2n(r, t )dr/

∫
n(r, t )dr, evolves highly non-

linearly with time—a hallmark of anomalous diffusion; cf.
Fig. 3(c).

Including just the diffusive part of the exciton transport
[∝ D; cf. Eq. (7)], the exciton distribution retains its Gaussian
shape; cf. Fig. 3(b). However, as the diffusion coefficient
decreases rapidly with density at low temperatures (due to
boson bunching), the width of the exciton distribution varies
sublinearly with time [blue, solid lines in Fig. 3(c)]. It stays
approximately constant when comparing with the case of
a constant diffusion coefficient D0, in which the width in-
creases linearly with time, i.e., σ 2

t − σ 2
0 = 4D0t , according

to Fick’s law [blue, dashed lines in Fig. 3(c)]. Instead, the
transport properties of interlayer excitons are governed by
exciton-exciton interactions at elevated densities. In particu-
lar, the repulsive dipole-dipole interaction leads to the drift
of interlayer excitons giving rise to a fast propagation, which
is much enhanced relative to diffusion. In particular, we ob-
tain an effective diffusion coefficient of Deff = 1.5 cm2/s
from the slope of the variance (at t = 1.5 ns), which is one
order of magnitude larger than the low density diffusion
coefficient of D0 = 0.15 cm2/s. The net impact of the inter-
action is reduced when also taking into account the exchange
interaction—reflecting its attractive nature [cf. Eq. (4)]—and
the Coulomb-hole contribution [cf. Eq. (6)]. The latter signif-
icantly reduces the interaction potential at elevated densities,
as observed in Fig. 3(c), and weakens the Coulomb-induced
drift due to dipole-dipole interaction; cf. solid purple lines.
For comparison, we provide the time-dependent variance as
obtained from solving the drift-diffusion equation assuming a
constant diffusion coefficient D0; cf. the dashed purple lines.
This corresponds to assuming a Boltzmann distribution for
excitons, retrieved by taking the classical limit T 
 Td in
Eq. (7). As exciton drift completely dominates over diffusion
at elevated densities and the exciton mobility is only depen-
dent on the low-density diffusion coefficient, it follows that
the solid and dashed lines qualitatively coincide and that the
anomalous character of the transport is only weakly dependent
on the exciton distribution.

As a consequence of the interplay between the repulsive
(dipole-dipole) and attractive (exchange and Coulomb-hole)
contributions to the Coulomb-induced drift, considerably high
densities are needed to actually observe an anomalous exciton
diffusion. The density dependence of the interlayer exciton
transport is investigated further in Fig. 3(d), where we find that
densities larger than nx = 1012 cm−2 are required to observe
nonlinear exciton propagation. At densities nx � 1012 cm−2

the propagation becomes purely diffusive and exciton-exciton
interactions play a minor role. In particular, at densities
nx = 1012 cm−2 (green curve) and below, the time-dependent
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FIG. 3. Time evolution of interlayer exciton density n(x, y, t ) in the MoSe2-hBN-WSe2 heterostructure at 4.6 K. (a) Exciton distribution
initialized as a Gaussian distribution with an initial variance set to σ 2

0 = 1 μm2 and an exciton density of nx = 5 × 1012 cm−2. As time
progresses a significant broadening of the distribution is observed due to the strong repulsive exciton-exciton interaction. (b) Cut of
the exciton distribution n(x, 0) at t = 5 ns with (purple) and without (blue) the Coulomb-induced drift. (c) Time-dependent variances σ 2

t

at the exciton density nx = 5 × 1012 cm−2 taking into account just conventional diffusion (blue) and including Coulomb drift stemming from
the exchange interaction, the dipole-dipole repulsion, and the Coulomb-hole term. The dashed lines show the solution of the drift-diffusion
equation assuming a Boltzmann distribution for the interlayer exciton including only diffusion (blue) and including both diffusion and
Coulomb-induced drift terms (purple). (d) Impact of the exciton density on the interlayer exciton transport. Anomalous diffusion is observed
at densities nx > 1012 cm−2.

variance σ 2
t − σ 2

0 approaches 4D0t with the low-density dif-
fusion coefficient D0, as expected from Fick’s law.

V. TUNABILITY OF THE COULOMB-INDUCED
INTERLAYER EXCITON DRIFT

Having determined the microscopic nature of exciton-
exciton interactions in van der Waals heterostructures and
their impact on exciton propagation, we now investigate how
the propagation can be tuned. The possibility to control the
exciton transport is of technological relevance for the design
of devices based on atomically thin semiconductors. In par-
ticular, successful control of exciton transport paves the way
for creating excitonic devices, such as transistors [51]. In the
following, we identify and investigate three experimentally
accessible knobs to tune the propagation of excitons: (i) inter-
layer distance, (ii) dielectric environment, and (iii) excitation
spot size.

Interlayer distance. The dipole-dipole interaction between
interlayer excitons is highly tunable with the layer separation,
R (cf. Fig. 1), as observed in recent experimental studies
[10,12]. In particular, we find that the dipole moment of inter-
layer excitons is enhanced by more than 50% by including an
hBN spacer into the heterostructure. As a direct consequence,
the dipole-dipole interaction [Eq. (3)] can be boosted by in-
creasing the layer separation. Here, we show how a change
of the interlayer separation affects the Coulomb-induced drift
on microscopic footing, including the impact on the exchange
interaction as well as exciton screening.

In Fig. 4, we show the time-dependent effective diffu-
sion coefficients Deff (t ) ≡ 1

4
d
dt σ

2
t for an increasing number

of hBN spacers. We find that interlayer excitons propagate

FIG. 4. Time-dependent effective diffusion coefficient Deff (t ) ≡
1
4

d
dt σ

2
t for different numbers of hBN spacers placed between the

two layers in the MoSe2 − WSe2 heterostructure for a fixed exci-
ton density nx = 5 × 1012 cm−2. A drastic increase in the diffusion
coefficient at initial times is found with the number of hBN spacers.
At large times (t → ∞) the coefficients approach the indicated low-
density coefficient D = 0.15 cm2/s (dashed orange line). The inset
illustrates the dependence of the exciton-exciton interaction energy
�E [cf. Eq. (6)] on the layer separation and shows that the total
interaction (yellow line) is boosted with an increasing number of
hBN spacers.
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faster when the interlayer separation is larger. This reflects
the increased contribution of the dipole-dipole repulsion, as
shown in the inset in Fig. 4. Note that the exchange interaction
is also very sensitive to changes in the interlayer distance—
as it crucially depends on the electron-hole interaction—and
it partially counteracts the classical dipole-dipole repulsion
(cf. inset). In particular, we find that the reduction of the
electron-hole interaction with interlayer distance results in
a decrease in the exciton binding energy from ≈ 90 meV
to ≈ 78 meV when comparing hBN-encapsulated MoSe2 −
WSe2 heterostructures with and without a hBN spacer, re-
spectively, indicating that the exciton stays tightly bound in
the presence of a small number of spacers. Importantly, the
Coulomb-induced drift of excitons gives rise to a significant
enhancement of the effective diffusion coefficient at initial
times, when the exciton density is at its largest. The diffusion
coefficients range from Deff ≈ 6 cm2/s to Deff ≈ 2 cm2/s
when considering heterostructures with and without hBN
spacers, respectively. This corresponds to an enhancement of
more than an order of magnitude compared to the low-density
diffusion coefficient of D = 0.15 cm2/s (indicated by the
dashed line in Fig. 4). At larger times, the exciton density
drops as excitons have propagated away from the excitation
spot, leading to the low-density regime where the impact of
exciton-exciton interaction is small and conventional diffusion
is predominant.

Dielectric engineering. Besides varying the number of
hBN spacers between the TMD monolayers, the exciton-
exciton interaction can be tuned by changing the surrounding
environment, i.e., by modifying the dielectric constant of the
surrounding material, εs. We find that the dipole repulsion and
the exchange coupling exhibit only a weak dependence on the
dielectric environment. Figure 5(a) illustrates the changes in
the energy renormalization �E [Eq. (6)] as a function of the
dielectric constant. In the considered long-wavelength limit,
the dipole-dipole interaction is independent of screening [cf.
Eq. (3)] and the exchange interaction [cf. Eq. (4)] leads to
a very small change in �E (in the range of just a few meV
from the freestanding to the hBN-encapsulated samples). This
is in stark contrast to the conventional Coulomb interaction
between electrons and holes, in which the Coulomb matrix
elements are approximately inversely proportional to εs. In
general, the exciton-exciton interaction is determined by the
Coulomb potentials V eh, V ee, and V hh, but it additionally
depends on form factors that scale with the excitonic wave
functions in momentum space ∼|ϕk|4 [cf. Eq. (4)]. As the di-
electric constant of the environment is increased, the Coulomb
interaction is weakened, which makes the excitonic wave
function less localized in real space. This means, however,
that the wave function becomes narrower in momentum space
resulting in larger form factors. Visually speaking, when the
Bohr radius of the exciton is increased it is more likely that
two excitons occupy the same space, which increases the in-
teraction strength. The competition between increased exciton
wave function overlap and weakened Coulomb interactions
is the microscopic origin of the observed weak screening
dependence of gd−d and gx−x; cf. Fig. 5(a).

While the dielectric properties of the environment do
not significantly impact the strength of the dipole-dipole
and exchange interactions, we find that the nonlinear time

FIG. 5. Impact of dielectric environment on spectral shift and
transport of interlayer excitons at a fixed exciton density nx = 5 ×
1012 cm−2. (a) Screening dependence of the energy renormalization
�E distinguishing different contributions. The total exciton-exciton
interaction (purple line) shows only a weak dependence that can be
traced back to the Coulomb-hole contribution (bright green line).
(b) Temporal evolution of the variance σ 2

t − σ 2
0 as a function of time

for different surrounding substrates.

dependence of the variance σ 2
t can still be strongly tuned

with dielectric engineering. As we show in Fig. 5(b), hBN-
encapsulated samples are seen to result in more anomalous
(faster) diffusion than freestanding TMDs. This is a coun-
terintuitive result, as one would expect the Coulomb-induced
drift to be more efficient in the freestanding case, where the
screening of the Coulomb interaction is weak. We can trace
back this striking behavior to the screening dependence of
the Coulomb-hole term [Eq. (6)]; cf. the bright green line
in Fig. 5(a). In particular, we find that this term can be ex-
pressed through the exciton polarizability �q according to

�CH = −∑
q

(V hh
q )2|�q|

1+V hh
q |�q| , where �q approximately scales with

the ratio of the in-plane exciton transition dipole moment and
the 1s − 2p transition energy (cf. the Supplemental Mate-
rial). When the dielectric constant εs is increased, the exciton
Bohr radius—and therefore the 1s − 2p transition dipole—is
enhanced, and at the same time the 1s − 2p transition en-
ergy is reduced [7], thus boosting the polarizability. However,
the weakening of the Coulomb potential V hh

q with increas-
ing dielectric constant dominates over the enhancement of
the polarizability. This results in a less attractive (negative)
Coulomb-hole interaction for high dielectric constants. As a
consequence, the Coulomb-hole term counteracts the domi-
nating repulsive dipole-dipole interactions more strongly for
freestanding TMD heterostructures.

Excitation spot size. Here, we study the impact of the laser
spot size on the interlayer exciton transport. By initializing the
exciton density as n(x, y, 0) = Nx

πσ 2
0

exp[−(x2 + y2)/σ 2
0 ] and

keeping the total number of excitons, Nx, constant (i.e., con-
sidering a constant laser pump power), we investigate the
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FIG. 6. Impact of initial laser spot size on interlayer exci-
ton transport. The exciton density is initialized as n(x, y, 0) =

Nx
πσ 2

0
exp[−(x2 + y2)/σ 2

0 ] such that the total number of excitons Nx

is kept constant when varying the spot size, σ 2
0 . For two different

Nx , we study different spot sizes σ 2
0 = 0.25, 0.5, and 1 (in units of

μm2). Increasing the spot size effectively results in a smaller initial
exciton density, making exciton-exciton interaction less important
and anomalous exciton diffusion less enhanced.

change in the variance for different initial laser spots with
σ 2

0 = 0.25, 0.5, 1 μm2; cf. Fig. 6. For a relatively low num-
ber of excitons, Nx = 5 × 1011 (orange lines), we find that
the Coulomb-induced drift is less important and conventional
diffusion dominates the exciton transport. As expected from
Fick’s law of conventional diffusion, the choice of σ 2

0 is not
expected to significantly affect the propagation. However, as
we increase the number of excitons Nx to Nx = 5 × 1012 (pur-
ple lines), we observe a much more pronounced effect of the
initial spot size. We find a decrease in the effective diffusion

coefficient from Deff (t0) ≈ 1 cm2/s to Deff (t0) ≈ 0.5 cm2/s at
t0 = 0.5 ns when increasing the spot size from σ 2

0 = 0.25 μm2

to σ 2
0 = 1 μm2. This can be explained by the fact that increas-

ing the spot size effectively reduces the initial exciton density
at the center of the excitation spot.

VI. CONCLUSIONS

We have investigated the impact of exciton-exciton in-
teraction on the propagation of excitons in the exemplary
MoSe2 − WSe2 heterostructure. We find that there is a com-
petition between the repulsive dipole-dipole coupling with
exchange interaction and exciton screening. The interplay of
these processes gives rise to a net Coulomb-induced drift that
accelerates the propagation of interlayer excitons at elevated
densities. Furthermore, we demonstrate how this Coulomb-
induced drift and the resulting anomalous exciton propagation
can be tuned by changing the interlayer separation (e.g., vary-
ing the number of hBN spacers), dielectric environment, or
laser spot size. The developed approach could be generalized
to include also the hybridization between intra- and interlayer
excitons allowing for the investigation of exciton-exciton
interactions in any van der Waals heterostructure. Overall,
our work contributes to a better microscopic understanding
of interlayer exciton transport in technologically promising
atomically thin semiconductors.
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