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Mixed excitonic nature in water-oxidized BiVO, surfaces with defects

Rachel Steinitz-Eliyahu ,! Daniel Hernangémez-Pérez ,! Franziska S. Hegner ,2 Pavle Nikadevi¢®,
Niria Lépez,? and Sivan Refaely-Abramson

2
1,%

' Department of Molecular Chemistry and Materials Science, Weizmann Institute of Science, Rehovot 7610001, Israel
2Institut Catala d’Investigacié Quimica (ICIQ), The Barcelona Institute of Science and Technology (BIST), Avenida Paisos Catalans,
16, 43007 Tarragona, Spain

® (Received 3 March 2022; revised 1 May 2022; accepted 17 May 2022; published 7 June 2022)

BiVO, is a promising photocatalyst for efficient water oxidation, with surface reactivity determined by
the structure of active catalytic sites. Surface oxidation in the presence of oxygen vacancies induces electron
localization, suggesting an atomistic route to improve the charge transfer efficiency within the catalytic cycle.
In this paper, we study the effect of oxygen vacancies on the electronic and optical properties at BiVO, surfaces
upon water oxidation. We use density functional theory and many-body perturbation theory to explore the change
in the electronic and quasiparticle energy levels and to evaluate the electron-hole coupling as a function of
the underlying structure. We show that while the presence of defects alters the atomic structure and largely
modifies the wave-function nature, leading to defect-localized states at the quasiparticle gap region, the optical
excitations remain largely unchanged due to the substantial hybridization of defect and nondefect electron-hole

transitions. Our findings suggest that defect-induced surface oxidation supports improved electron transport,
both through bound and tunable electronic states and via a mixed nature of the optical transitions, expected to

reduce electron-hole defect trapping.
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I. INTRODUCTION

Metal oxide semiconductors serve as promising photoan-
odes for solar-driven water splitting processes [1]. Bismuth
vanadate (BiVO,) is a famous example of exceeding inter-
est, being relatively stable, nontoxic, and long lasting, with
absorption well within the solar spectrum [2-10], and with
suitable electronic properties for efficient oxygen evolution re-
action (OER) [4,6,11,12]. Despite these appealing properties,
electron conductivity and carrier transport through BiVO4
surfaces are found to be relatively low [13-15], greatly lim-
iting its use in practical applications. This low conductance
is typically attributed to fast charge recombination and po-
laronic interactions [16,17], strongly coupled to the surface
structure [18-25] and the conditions in which it was prepared
[9,19,26,27]. A broadly explored pathway to improve BiVO,
functionality is through electronic doping upon element sub-
stitution and the introduction of vacancies near the interacting
BiVO, surface [16,18,28,29]. These induce modified elec-
tronic densities and allow controllable electron mobility and
electron-hole recombination rates [14,30-32].

Oxygen vacancies are abundant intrinsic defects in BiVO4
that can also be generated and controlled via external
treatments, such as hydrogen annealing and nitrogen flow
[16,33,34]. By acting as n-type donors, these defects hold
the promise to significantly increase the water oxidation
reaction yield [15,27,35-37]. From an electronic structure
point of view, oxygen vacancies introduce localized electronic
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states, allowing tunable electronic band gaps and suggesting
an enhancement of the separation between photogenerated
electrons and holes and an improved absorption cross sec-
tion of the visible light [15,16,35,38]. On the other hand,
localized defect states are considered as active electron-hole
recombination centers, which can trap the photogenerated
energy carriers—namely, excitons—and consequently reduce
the electronic conductivity and the electron and energy trans-
fer efficiency associated with it [27,39—42]. The role of
oxygen vacancies in photogenerated carrier transport thus
remains controversial, and a comprehensive understanding
of the involved defect-induced phototransport mechanisms is
still lacking.

Recent density functional theory (DFT) studies found that
a structurally stable split oxygen vacancy, in which the va-
cancy is shared between two neighboring vanadium atoms in
the form of a V-O-V bridge, is pivotal to the catalytic reac-
tion that produces molecular oxygen upon water adsorption
at thermodynamically stable (001) BiVO, surfaces [25,35].
These studies showed that the change in surface structure
and the underlying chemical bonding due to oxygen va-
cancies strongly influence the adsorbate. In particular, the
main steps within the OER involve either a peroxo bridge
between the Bi and V atoms at the surface, or a surface-
oxo group evolving into an OOH group [25]. The electronic
structure associated with the defects is thus expected to
vary due to significant surface-structure modifications within
the various steps in the catalytic reaction. The electronic
states and the electron-hole binding associated with the va-
cancies within the catalytic reaction are hence nontrivial,
and a predictive assessment of the electronic and excitonic
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FIG. 1. Four BiVO, surface structures upon water adsorption,
studied in this work: (a) a pristine surface, with full water cov-
erage; (b) a pristine-peroxo surface, in which one water molecule
per repeating cell went through oxidation; (c) a surface including
a split vacancy with full water coverage; and (d) a split-vacancy-oxo
surface, in which one water molecule per repeating cell went through
oxidation. Oxidized water molecules are marked by red circles; black
arrows represent the structural change upon oxidation. The split
vacancy, appearing as a V-O-V bridge, is marked with a black dashed
circle and denoted by “SV.” Each structure represents the repeating
unit cells in the a, b direction; the ¢ direction contains six layers as
well as additional vacuum, and is shown in the SM [43] for the case
of the pristine system.

fine structure as a function of these structural modifications
is required.

In this work, we study the effect of oxygen vacancies on
the electronic and excitonic properties in BiVO, upon surface
water oxidation. We use DFT and many-body perturbation
theory within the GW and GW -Bethe-Salpeter equation (GW -
BSE) approximation to calculate the quasiparticle energies
and the electron-hole coupling for representative structures
found to be stable during the water oxidation stage in the
catalytic cycle. We explore how the introduction of oxygen
vacancies and the charge localization associated with it in-
fluence these properties. Our results show defect-localized
states near the valence region, resulting from the underlying
chemical bonding, with the quasiparticle band gap largely
unchanged upon the inclusion of surface defects. This leads to
largely mixed exciton states, hybridizing transitions between
defect and nondefect bands. We find that due to this mixing,
and unexpectedly, the presence of defects does not alter the
exciton binding energy in the examined systems.

II. METHODOLOGY

The studied systems are shown in Fig. 1. Our focus is on
the monoclinic scheelite of BiVOy, considered to be the active
phase at room temperature. We examine the thermodynami-
cally most stable surface, that is the (001) facet. The calculated
unit cell includes six layers, each containing four Bi and four
V atoms, with a vacuum of 14 A separating repeating cells
along the ¢ direction [see Supplemental Material (SM) [43]].

Atomic structures were relaxed using the Perdew-Burke-
Ernzerhof functional revised for solids (PBEsol) following
previous studies [35]. This sets a reliable DFT starting point
for many-body perturbation theory. We note, however, that
polaronic effects may induce additional localization and vary
the electronic picture [27]. We consider four main structures
occurring within two oxidation pathways, recently suggested
to play a key role in the photocatalytic cycle [25]: a pris-
tine BiVO, surface [Fig. 1(a)]; the same system after one
water molecule per cell went through oxidation, resulting in
a surface-peroxo group [Fig. 1(b)]; a BiVO, surface with a
subsurface split vacancy (SV) [Fig. 1(c)]; and the same system
after one water molecule per cell went through oxidation in
the presence of a vacancy, resulting in a surface-oxo group
[Fig. 1(d)].

In the following, we present the calculated quasiparti-
cle and excitonic properties associated with these structures,
and examine the electronic distribution and electron-hole
coupling as a function of oxidation with and without the
subsurface defects. To compute the single-particle electronic
structure and the wave functions of the examined sur-
faces, we employ density functional theory (DFT) within
the Perdew-Burke-Ernzerhof (PBE) approximation [44] for
the exchange-correlation functional including spin-orbit cou-
pling, using the QUANTUM ESPRESSO package [45]. The
resulting DFT energies and wave functions are then used as
a starting point for our many-body perturbation theory calcu-
lations, performed within the BERKELEYGW package [46]. We
compute quasiparticle energy corrections applying the GoW,
approach within the generalized plasmon-pole model for the
frequency dependence of the dielectric screening [47]. Fol-
lowing standard converging procedures, we consider a 30 Ry
screening cutoff energy and a total of 3500 electronic bands,
among them 1280 being occupied. Owing to small band dis-
persion (see SM) and the large size of the repeating cell, we
sample the reciprocal space with a relatively coarse uniform
k-point grid of 2 x 2 x 1. To account for electron-hole cou-
pling and excitonic properties, we employ the Bethe-Salpeter
equation (BSE) formalism within the Tamm-Dancoff approx-
imation [48], while considering 14 valence (occupied) bands
and 16 conduction (empty) bands in the coupling matrices (see
full computational details in the SM [43]).

III. RESULTS AND DISCUSSION

Figure 2 shows the computed DFT electronic energies
and the GW quasiparticle energies, as well as the associated
band gaps, for the pristine, pristine-peroxo, split-vacancy, and
split-vacancy-oxo surface structures, respectively. Due to the
relatively small band dispersion in the examined systems (see
SM), we present the calculate values only at the I' point
aligned to the highest occupied state that does not have a
defect character (absolute alignment between GW and DFT
of the defect/oxo states is given in the SM [43], as well as
full DFT band structures). Blue and orange colors represent
the valence band maximum (VBM) and conduction band
minimum (CBM), respectively. Black lines represent defect-
and surface-oxidized states at the gap region. For the pristine
system [Fig. 2(a)], the GW opens up the DFT (PBE) gap
significantly (by 1.7 eV), to a value of 3.8 eV. This GW
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FIG. 2. Calculated DFT and GW electron and quasiparticle en-
ergies and band gaps, for the (a) pristine, (b) pristine-peroxo,
(c) split-vacancy, and (d) split-vacancy-oxo systems at the I" point.
Pristinelike CBM and VBM states are indicated in orange and blue
dashed lines, respectively, and additional oxo and defect energy
levels are shown as black dashed lines. The projected density of states
of each of the surface structures onto the atomic contributions is also
shown (violet: Bi; gray: V; red: O; white: H), with the dashed line
corresponding to the total density of states.

gap is slightly larger than the ones reported before for the
bulk system, of 3.4-3.6 eV [8]. The gap increase is expected
due to the reduced dielectric screening upon the inclusion of
vacuum above the surface [49]. Upon water oxidation and
the formation of a surface-peroxo group [Fig. 2(b)], the DFT
results show an additional occupied in-gap state, which is
shifted down to the VBM when including GW quasiparticle
corrections.

In the presence of split vacancies [Fig. 2(c)], defect states
marked as d; ; appear in the gap region. In this structure, the
GW gap of 2.9 eV is significantly smaller than in the pristine
case. We associate this gap reduction to fractional occupation
at the CBM region, in particular to electrons localized at two
V*#* sites, previously shown to be responsible for the instabil-
ity of this structure [25,27,35]. Notably, upon oxidation of the
defect surface [Fig. 2(d)], three occupied in-gap states, largely
localized on the oxo group, appear at the valence edge region.
The quasiparticle GW gap obtained is similar to the pristine
and pristine-peroxo cases. These results suggest that the pres-
ence of oxygen vacancies induces localized states in addition
to the pristinelike ones, in agreement with previous findings
[15,27,50,51], which change their nature upon surface water
oxidation. As we show in the following, these changes in the
quasiparticle spectra result from the involved modifications in
the chemical bonding around the missing atoms.

To further quantify the defect- and oxidation-induced
change in the electronic structure, we examine the wave-
function coupling before and after water oxidation, for the
two pristine and the two split-vacancy structures. For this, we
evaluate the coupling matrix elements between the computed
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FIG. 3. (a) Calculated coupling matrix elements

Sap = |(¢palds)|> between DFT electronic states of the pristine
and pristine-peroxo systems, where 0 denotes no overlap and 1
denotes complete overlap. (b) Same as in (a) for the comparison
between split-vacancy and split-vacancy-oxo systems.

DFT wave functions of each two structures. We define the
overlap matrix Sz = |{¢4|¢5)|?, where A and B are different
systems, and ¢ is an electronic Kohn-Sham state in a plane-
wave basis set. As anticipated above, it is enough to only
discuss the S matrix at the I' point, as the other k points
show a similar behavior due to the small band dispersion
in the Brillouin zone (see SM [43]). Figure 3(a) shows the
computed overlap between the pristine and pristine-peroxo
structures, S = [(Ppris|Ppris-peroxo) |*- For this case, we find sub-
stantial coupling between the two systems—before and after
surface oxidation—at the valence and conduction areas. As
expected, the additional peroxo-localized in-gap states have
negligible overlap with any of the pristine bands, suggesting
that the local modification due to the surface oxidation and the
peroxo formation is small.

In contrast, in the presence of subsurface split-vacancy de-
fects, this picture becomes more complicated. The computed
overlap between the split-vacancy and split-vacancy-oxo
structures, S = [{Psy|Psv-ox0) | [Fig. 3(b)] shows that while
few bands around the valence and conduction area remain
of a similar nature, the defect states largely change their
nature after surface oxidation. As a result, we find neg-
ligible overlap between defect states with water surface
adsorbates [Fig. 2(c)] and defect states with oxidized adsor-
bates [Fig. 2(d)]. In other words, there are significant changes
in the wave-function nature due to the surface-oxo bonding
and the structural changes associated with it. We further note
that the overlap matrix elements vanish almost completely
when comparing between the pristine and the split-vacancy
structures, and between the pristine-peroxo and the split-
vacancy-oxo structures (see SM [43]). This suggests that the
presence of oxygen vacancies leads to changes in the underly-
ing bonding, which completely modifies the electronic wave
functions. In addition, surface oxidation changes the surface
bonding in the presence of defects, leading to the observed
modifications in the electronic and quasiparticle spectra.

Having identified the change in electronic states and quasi-
particle energy levels upon surface water oxidation and in the
presence of defects, we now turn to compute the electron-hole
coupling and the associated optical and excitonic properties.
Figure 4 shows the calculated GW-BSE absorption spectra

065402-3



RACHEL STEINITZ-ELIYAHU et al.

PHYSICAL REVIEW MATERIALS 6, 065402 (2022)

(a)

15 ..
Pristine-peroxo

e

& 10
5<

0

>

€4

0X0 A

Band contribution

Qp:i:@.:-:
T

3.1 .
Exciton Energy (eV)

| Split vacancy-oxo

~ 104
() !ﬁi

5

0

a
g
E o]
o €2
‘"2 e
=
= 0XO.,
5 OX0 . e e . (R
S hyd o coe® @ O wcocummn e @
= 0X02< . . oo e w . -ml’. ..?
Z by o o0 @ - eevemm— -
2] . P ctfs~eplilt
o e csemnes o
3.0 3.1 3.2 3.3 3.4

Exciton Energy (eV)

FIG. 4. (a) Calculated GW-BSE absorption spectra for the three main polarization directions, as well as electron-hole transitions contribut-
ing to the absorption peaks, for the pristine-peroxo system. Contributions from occupied (hole) bands are shown in blue, from unoccupied
(electron) bands in orange, and from localized peroxo and oxo bands in black. Each dot in the lower panel represents the band contribution to the
exciton as a function of the excitation energy, weighted by the oscillator strength at the dominating polarization direction (). (b) Representative
wave-function distributions corresponding to the electron and hole Kohn-Sham states with the largest contribution to the low-energy absorption
peaks. (c), (d) Same as in (a), (b) for the split-vacancy-oxo system. The exciton contributions are weighted with oscillator strength at the a

polarization direction, which is the dominating one in this structure.

of the two oxidized surfaces with and without subsurface
defects, pristine-peroxo and split-vacancy-oxo, upon optical
excitation with light polarized at the three main crystal di-
rections. The absorption peaks are further analyzed through
the electron-hole transitions composing them. We first note
that in both structures, the absorption oscillator strengths at
the @ and b polarization directions are much larger than at
the ¢ direction, suggesting that in-plane excitations dominate
the spectra. However, while the lowest excitation peak in
the pristine-peroxo case is at the b polarization direction, in
the split-vacancy-oxo case it is at the a direction, serving
as another signature of the significant underlying structural
changes involved upon the presence of defects.

For the pristine-peroxo structure [Fig. 4(a)], the lowest
bright excitation is at 3.08 eV, and the low-energy absorption
peak is at 3.23 eV. These excitation energies are in good agree-
ment with experimental findings, where the optical gap is
found at ~3 eV [22,52-54]. The differences between the com-
puted quasiparticle and optical gaps point to a relatively large
exciton binding energy, on the order of 0.6 eV, suggesting
strong electron-hole coupling. We note that this energy differ-
ence does not include lattice relaxation processes, which can
largely reduce the band gap in these materials [11,52,53,55].

The computed excitation energies for the nonoxidized pristine
case are very similar (see the computed absorption in the SM
[43]), and are in good agreement with previous calculations
for the bulk pristine system [8]. Such an agreement between
surface and bulk structures can be explained by the local
nature of the electron-hole interactions, leading to small long-
range surface effects on the computed excitation energies.
This points to larger exciton binding energies at the surface
compared to the bulk, as expected, due to an increase in the
quasiparticle gap while the optical gap remains similar.

The exciton coefficients for each excitonic state S, AS .
quantify the coupling between an electron at band ¢ and a
hole at band v, at the k point k. Electron-hole transitions
composing the absorption spectra of the pristine-peroxo sys-
tem are shown below the corresponding absorption energies in
Fig. 4(a). The dot size represents the relative magnitude of the
normalized exciton contribution, ) . |A§Ck|2 for unoccupied
(c) bands and Y, |AS ;| for occupied (v) bands, summed
over all k points and scaled with the oscillator strength at the
dominating polarization direction, so that only bright peaks
are shown (contributions weighted by the other polarization
directions are shown in the SM [43]). This analysis allows
us to quantify the contribution from each electron/hole state
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(orange/blue dots, respectively) to each one of the computed
excitons. Black dots represent localized and occupied surface
oxidation states, associated with the dashed black energy lev-
els in Fig. 2(b). The electron/hole wave functions with the
most significant contributions to low-lying excitons are shown
in Fig. 4(b). Notably, the lowest bright exciton around 3.1 eV
is primarily composed of transitions between the conduction
electron band e; and a hole band below the valence region 4;.
We note that this hole state is mainly localized at the bottom
layer and thus may have increased delocalization when more
layers are included, bringing it closer to the higher-energy
hole states at the valence region. The peak around 3.2 eV
already includes multiple electron-hole transitions, with ad-
ditional contributions from occupied states localized at the
oxidized surface-peroxo group, as well as other hole and elec-
tron states which are not associated with the surface-peroxo
group.

This hybridized excitation nature is also present upon
the inclusion of subsurface defects in the oxidized structure
[Figs. 4(c) and 4(d)]. The lowest bright excitation is at 3.08 eV,
and the low-energy absorption peak is at 3.22 eV, similarly to
the pristine case. In contrast to the nondefective structure, in
this case, defect-localized oxo states play a significant role in
the excitation. The electron-hole contributions from defect-
induced oxo states are shown as black dots in Fig. 4(c) and
the associated wave functions are presented in Fig. 4(d). No-
tably, our GW-BSE results suggest that the associated excitons
strongly mix defect and nondefect transitions. As a result,
the overall peak position does not change compared to the
nondefect case. Since the quasiparticle gap is also similar in
both systems, the exciton binding energy associated with the
low-energy excitation peak remains unchanged upon defect
formation. However, the absorption contribution at the various
polarization directions changes due to the modification in the
underlying structure, reflecting a change in the directionality
of the wave-function components, as discussed above.

Our results show that the low-energy exciton peaks, domi-
nating the photoexcitation, are of a highly hybridized nature,
which eventually leads to comparable excitation energies
between the nondefect and the defect oxidized surface struc-
tures. This is a direct outcome of the localized nature of both
nondefect and defect states in this system, as is also evident
by the large quasiparticle gap and the electron-hole binding
energies found with and without defects. This suggests that
the role of oxygen vacancies in the associated catalytic cy-

cle mainly comes to play in the structural modification and
stabilization upon water oxidation. Such a modification leads
to near-gap surface states which can support the improved
charge transfer, in particular upon defect charging expected
to occur through electronic transport and pushing those bands
deeper into the gap [15]. However, our computations show
that the electron-hole transitions composing the excitons are
hybridized and include both pristine and defect states, sug-
gesting that defects cannot be trivially treated as charge traps.
This implies that the many-body excitonic picture associated
with photogeneration processes on BiVO, surfaces in the
presence of defects can support improved carrier transport.

IV. CONCLUSION

To conclude, in this work we explored how subsurface
defects alter the electronic and excitonic properties in BiVOy
upon surface water oxidation. We find that the state local-
ization due to structural modifications strongly influences the
quasiparticle charge distributions and energy levels. However,
oxygen vacancies only slightly change the exciton states, due
to hybridized electron-hole transitions which mix defect and
pristine states at similar energy regions. Our study presents a
connection between the change in chemical bonding due to
the presence of defects and the subsequent variations in the
electronic band structure, wave functions, and optical exci-
tations, demonstrating the nontrivial effect of defects on the
mechanisms in which light is stored and energy is transferred
in BiVOy.
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