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Tunable strongly interacting dipolar excitons in hybrid perovskites
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We study theoretically the excitonic nonlinearity in hybrid organic-inorganic Ruddlesden-Popper perovskite
thin films. The composite layered structure of these materials allows for flexible modulation of their excitonic
response between the limiting cases of a single atomic layer and a wide quasi-two-dimensional quantum well. In
particular, we demonstrate that transverse electric field leads to the spatial separation of charge carriers within the
inorganic layer, giving rise to strongly interacting excitons possessing built-in dipole moment. Combined with
exciton binding energy of the order of hundreds of meVs, this makes hybrid perovskites an optimal platform for
tailoring of nonlinear optical response at reduced dimensionality.
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I. INTRODUCTION

The properties of excitons in semiconductors are essen-
tially modified in the case of the spatial separation between an
electron and a hole [1]. The corresponding state, referred to
as indirect or dipolar exciton, is characterized by an increased
lifetime due to the reduced overlap of electron and hole wave
functions [2]. Another consequence of the spatial separation
of charge carriers is nonzero built-in electric dipole moment
of excitons, which results in the long range exciton-exciton
dipolar interactions [3,4]. Their presence manifests itself in
a variety of quantum collective effects, including excitonic
Bose-Einstein condensation [5,6], superfluidity [7], formation
of exotic dipolar liquid phases [8,9], and qualitative modifi-
cation of transport phenomena [10–16]. Formation of robust
dipolar excitons was reported in a variety of experimantal
geometries, which include double quantum wells based on
GaAs [17] or GaN [13], and bilayers of atomically thin transi-
tion metal dichalcogenides [18,19]. The presence of dipolar
excitons can substantially modify an optical response of a
system, and in the regime of strong light-matter coupling can
lead to the emergence of the so called dipolaritons [20–22].

It was recently proposed, that layered two-dimensional
(2D) Ruddlesden-Popper organic–inorganic metal halide per-
ovskites (RPP) [23] can represent a promising platform for
excitonics and polaritonics. These materials are character-
ized by the chemical formula A2A′

n−1MnX3n+1, where n is
the number of perovskite layers, related to a thickness of a
quantum well, M denotes a metal, A and A′ are cations, and
X is a halide. The current state of the fabrication techniques
allows to vary the parameter n from n = 1 to n → ∞, which
makes possible a controllable crossover between atomically
thin and bulk limits. The optical response of thin RPP films
demonstrates the presence of sharp exciton peaks even at room
temperatures [24–28], with corresponding exciton binding en-
ergy up to 500 meV [29–31]. The variation of the number of

inorganic layers essentially modifies the excitonic states due
to the modulation of Coulomb interaction, effects of band-gap
renormalization, and change in the exciton-phonon coupling
[25,32–38]. In addition, the nonlinear optical response, mea-
sured as a blueshift of an exciton [39–41], was reported to be
substantially higher, than in conventional excitonic materials.

Here we demonstrate that the application of an external
electric field in RPP materials can result in further enhance-
ment of excitonic nonlinear response. Indeed, electric field
essentially modifies the internal structure of exciton states,
inducing a built-in dipole moment, which changes the charac-
ter of exciton-exciton interactions from short range dominated
by electronic and hole exchange, to long range dominated by
dipole-dipole repulsion.

The paper is organized as follows. In Sec. II, we provide the
description of excitons in considered structure and analyze the
impact of transverse electric field on wave functions of exciton
states. In Sec. III, we present the results of the calculations of
exciton-exciton scatterings in the presence of an electric field,
demonstrating a substantial increase of optical nonlinearity.
Section IV summarizes the obtained results.

II. EXCITONIC STATES IN RPP LAYER

A. The model

We consider an exciton state in RPP layer in the presence
of an external electric field along the stacking direction. To
be specific, we focus on (BA)2(MA)n−1PbnI3n+1 material,
excitonic properties of which are experimentally studied in
Ref. [34]. Here BA and MA stand for CH3(CH2)3NH3 and
CH3NH3, respectively. The corresponding structure with one
and two inorganic perovskite layers is schematically shown
in Fig. 1(a). The thickness of an organic spacer is assumed
to be large enough to neglect the impact of any kind of the
superlattice effects. Within the effective mass approximation,
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FIG. 1. (a) The sketch of RPP structure containing one (top)
and two (bottom) inorganic layers. (b) The profile of confinement
potential along the stacking direction. The thin dashed lines corre-
spond to the model of square well, and the solid lines illustrate the
total confinement accounting for the self-induced polarization effect.
(c) The electron (solid lines) and hole (dashed line) wave functions
along the stacking direction for different values of the electric field.
The number of inorganic layers is taken as n = 5. (d) The exciton
dipole moment versus the strength of the electric field for different
values of n.

the Hamiltonian of a Wannier-Mott exciton reads

Ĥ = − h̄2

2μe
�re − h̄2

2μh
�rh + U (ze, zh, ρ) + eF (zh − ze),

(1)

where μe[h] is an electron [hole] effective mass, ri = (ρi, zi ),
i = e, h, ρ = ρe − ρh is the in-plane relative coordinate, e is
the elementary charge, and F is the electric field strength.

The potential energy term can be written as

U (ze, zh, ρ) = Ue(ze) + Uh(zh) + V (ze, zh, ρ), (2)

where V (ze, zh, ρ) is the Coulomb interaction between an
electron and a hole. Ui(zi ) are one-particle confining potential
energies appearing due to the conduction and valence band
offsets, together with the self-energy correction provided by
the mismatch of the dielectric constants in the regions of a
barrier and a well:

Ui(zi ) = U i
conf (zi ) + U i

self (zi ). (3)

Here, U i
self is the self-energy potential, resulting from the

interaction of carriers with their image charges in a dielectric
medium. U i

conf is the confining potential defined by the band
offset between the perovskite and its surrounding material,
approximated by square well:

U i
conf (zi ) =

{
U i

0, zi < −l/2, zi < l/2,

0, −l/2 � zi � l/2.
(4)

l = nl0 denotes the width of a perovskite inorganic layer, i.e.,
the width of quantum well; and l0 = 0.6 nm is the width of
single atomic layer.

B. Polarization-induced confinement potential

The correction to the confinement potential arising from
the self-induced polarization can be accounted for within the
image charge method [42], which was previously applied for
the description of the polarization effect in quantum wells
[43]. The emergent image charges are located at

(−1)mz + ml, m = 0,±1,±2 . . . , (5)

where z denotes the position of the real charge. The values
of corresponding image charges are determined via the conti-
nuity conditions for the electrostatic potential and the normal
component of the displacement vector at the interfaces, and
have a form{

em = κm, κ = εw−εb
εw+εb

, z < l/2,

e′
m = 2εb

εw+εb
em, z � l/2,

m = 0,±1,±2 . . .

(6)
Here εw = 9 is the dielectric constant of inorganic layer, εb =
2.2 is dielectric constant of inorganic spacer [34].

The self-induced confinement potential is calculated as

U i
self =

∑
m=±1,±2,...

κ |m|e2

2εw|z − (−1)mz + ml| , |z| < l/2,

U i
self = 2εw

εw + εb

∞∑
m=0

κ2m+1e2

(εw + εb)|2z + (2m + 1)l|

− κe2

2εb|2z − l| , z > l/2,

U i
self (z) = U i

self (−z), z < −l/2. (7)

The above expressions have divergency at the layer interfaces,
which can be lifted by application of the so called “shifted
mirror faces” procedure [43,44]. For example, for the case
n = 5 the value of shifting parameter δ = 0.1 nm. We check
that the dependence of excitonic properties on exact value of
δ is negligible (see Appendix A for the details). The values of
confinement potentials for different number of the layers are
taken from Ref. [34]. The corresponding energy profiles for
representative cases n = 1 and 5 are presented in the Fig. 1(b).

C. Ansatz for an excitonic wave function

We apply the well-established procedure of the separation
of slow in-plane dynamics and fast dynamics in the growth
direction, which was previously successfully employed to de-
scribe excitonic states in perovskite superlattices [45]. We use
the following ansatz for excitonic wave function:

�Q(re, rh) = ψe(ze)ψh(zh)ψ⊥(ρ)�Q(R), (8)

where ψ i(zi ) are electron and hole wave functions in z direc-
tion, and ψ⊥ is the wave function of their in-plane relative
dynamics. Here R = βeρe + βhρh with βe[h] = μe[h]/(μe +
μh), and

�Q(R) = 1√
A

eiQR (9)

is the wave function corresponding to the in-plane motion of a
center of mass, characterized by wave vector Q. Here A is the
normalization area.
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The wave functions ψ i(zi ) are defined by the following
equations:(

− h̄2

2μi

d2

dz2
i

+ Ui(zi ) ± eFzi

)
ψ i(zi ) = Ei

zψ
i(zi ). (10)

This approximation is valid, if characteristic energy of
the dimensional quantization of individual electrons and
holes is larger than characteristic exciton binding energy,
π2h̄2/(2mi(nl0)2) � e2/(4πε0εwnl0), which in our case holds
for n � 6.

Figure 1(c) shows wave functions of the charge carriers
in z direction for different values of external electric field,
which drags positive and negative charge carriers in opposite
directions. Consequently, an exciton acquires a built-in exci-
ton dipole moment along the z direction, calculated as

dX = e
∫

z(|ψe(z)|2 − |ψh(z)|2)dz. (11)

The electric field dependence of an exciton dipole moment
is illustrated in Fig. 1(d). Evidently, for the monolayer case
(n = 1) due to the strong confinement in z direction the impact
of an electric field is negligible. For wider quantum wells at
the limit of realistic field values F = 1 MV/cm, one can see
a significant separation of charges of about 0.7 nm, which
corresponds to a dipole moment of about 35 D.

D. Exciton in-plane wave function

The in-plane relative motion of an exciton is described by
the following equation:

− h̄2

2μ

(
d2

dρ2
+ 1

ρ

d

dρ
− m2

ρ2

)
ψ rad

⊥ + (Eb + Vρ (ρ))ψ rad
⊥ = 0,

(12)

where μ = μeμh/(μe + μh) is the reduced mass of an ex-
citon, ψ⊥(ρ, ϕ) = ψ rad

⊥ (ρ)eimϕ , m is the magnetic quantum
number, and −Eb is the binding energy of an exciton. The
effective in-plane potential can be found by averaging in
z direction:

Vρ (ρ) =
∫

|ψe(ze)|2∣∣ψh(zh)
∣∣2

V (ze, zh, ρ)dzedzh, (13)

where the electron-hole Coulomb interaction for the particles
inside the inorganic layer reads [43]:

V (ze, zh, ρ) = −
∞∑

m=−∞

κ |m|q2
e

εw

√
ρ2 + (ze − (−1)mzh + ml )2

.

(14)

The radial dependence of in-plane Coulomb interaction for
different values of perpendicular electric field is depicted in
Fig. 2(a). The presence of an electric field leads to the charge
separation in z direction, thus weakening effective in-plane
Coulomb attraction. In turn, this results in less bound excitons,
as shown in Fig. 2(b). As discussed later, the electric-field
induced modification of both in-plane and z components of
exciton wave function Eq. (8) essentially reshapes the exciton-
exciton interactions.

The exciton binding energy in the absence of an electric
field is presented Fig. 2(c), demonstrating a good agreement

FIG. 2. (a) The radial dependence of an effective in-plane
Coulomb interaction V (ρ ) for different values of the electric field.
(b) The radial probability distribution of 1s state for different values
of electric field for n = 5. (c) The energy of 1s and 2s exciton states
versus the number of the layers. The dashed curves corresponds to
the experimental data of the Ref. [34]. (d) The reduction of exciton
binding energy versus the electric field for different numbers of the
layers. For a narrow well, the binding energy demonstrate only a tiny
change due to the tight confinement of an electron and a hole.

with available experimental data [34]. Here we consider s
states only (m = 0). We mention, that here the we neglect
the possible phonon-induced modification of excitons (the
polaron mechanism). The inclusion of polaron effects can lead
to quantitative modulation of exciton properties [36,46].

Electric field induced reduction of the exciton binding en-
ergy is shown in Fig. 2(d). We note that considerable effect
appears only for the large number of layers, necessary for the
effective field-induced charge separation.

III. EXCITON-EXCITON INTERACTION

The wave functions of the excitonic states obtained in
the previous section can be used for the calculation of the
exciton-exciton scattering elements in Born approximation
[47]. Restricting the treatment to case of parallel spin align-
ment, the interaction process with transfer of a wave vector q
can be schematically represented as

(Q′) + (Q) → (Q + q) + (Q′ − q). (15)

The corresponding scattering amplitude is the sum of the four
interaction channels, namely direct interaction and exciton,
electron and hole exchanges:

H (�Q, q) = Hdir (q) + HX
exch(�Q, q)

+ He
exch(�Q, q) + Hh

exch(�Q, q), (16)

where �Q = Q − Q′. The explicit expressions for matrix ele-
ments are presented in Appendix B.

It was shown previously [47–50] that in the absence of an
external electric field in a wide region of the exchanged wave
vectors q � 1/aB, where aB = 〈ψ⊥|ρ|ψ⊥〉 is the exciton Bohr

034003-3



D. A. BAGHDASARYAN et al. PHYSICAL REVIEW MATERIALS 6, 034003 (2022)

FIG. 3. [(a)–(c)] The dependence of the exciton-exciton ex-
change interaction on transferred momentum for different values
of an electric field. The number of layers is n = 1, 3, and 5 for
(a), (b), and (c), respectively. (d) The dependence of the exchange
interaction on electric field for different number of layers. The solid
curves correspond to q = 0, and the dashed ones to q at which the
scattering matrix element reaches its minimum. Note, that the value
of a scattering matrix element at q = 0 can, in principle change
sign, as it can be seen from the solid red curve corresponding to
n = 5. However, the values of the electric field, necessary for that,
are beyond experimentally accessible.

radius, exchange contribution dominates, and the direct term
can be safely neglected. The direct interaction becomes dom-
inant for large values of q, governing the long range behavior
of the interaction. On the other hand, the presence of dipole
moment can result in the domination of the direct interaction
even at small exchange momenta [4]. Here we found that the
electric field-induced dipole moment essentially modifies the
character of both direct and exchange exciton-exciton interac-
tions.

We calculate the exchange interaction matrix element ex-
ploiting the multidimensional Monte Carlo integration [51].
The results are shown in Fig. 3. For a narrow quantum well
an electric field has negligible impact on the exchange inter-
action, as it is shown in Fig. 3(a). The increase of the number
of the layers in the absence of an electric field results in a
minor enhancement of the exchange interaction. We attribute
this to the increase of the Bohr radius and, consequently, the
interaction cross-section. For a wider RPP layer with n = 5,
the increase of an electric field leads to a moderate decay of
the interaction strength [Figs. 3(b) and 3(c)]. On the other
hand, the attraction region at intermediate momenta q > 0
becomes larger and comparable with repulsive maximum
at q = 0. In Fig. 3(d), we present the electric field depen-
dence of the exchange interaction, which clearly indicates
the domination of the attraction trend at large values of an
electric field, which are beyond the experimental reachability
(F > 1 MV/cm). We mention that such attraction was earlier
reported for a system of coupled quantum wells [4], and is
analogous to the exchange interaction between excitons in
the excited states in conventional quantum wells [49] and

FIG. 4. [(a)–(c)] The dependence of the direct exciton-exciton
interaction on exchange momentum for different values of an electric
field. The number of the layers is n = 1, 3, and 5 in (a), (b), and
(c) respectively. (d) The dependence of the maximum of the direct
interaction on electric field for different number of the layers.

atomically thin transition metal dichalcogenides [50]. The
domination of attractive exciton-exciton interactions can lead
to exotic collective phases, such as spectrum with roton min-
ima and supersolid pattern [52,53].

The results of the calculation for the direct interaction are
shown in Fig. 4. While for the case of a narrow perovskite
layer the presence of an electric field has a minor impact, for
the wider layers it strongly enhances the direct interaction
[cf. Figs. 4(a)–4(c)]. Such behavior is explained by larger
exciton dipole moment in wide layers in the presence of an
electric field [see Fig. 1(d)]. Despite the strong modulation of
the interaction strength, the electric field preserves the dome-
shaped character of the curve, describing the dependence on
transferred momentum. Figure 4(d) illustrates the dependence
of the direct interaction on external electric field or different
number of inorganic layers. The flattening of the interaction
enhancement slope at large electric fields of about F ∼ 10
MV/cm is attributed to the saturation of exciton dipole mo-
ment due to the confinement in z direction.

Figure 5(a) illustrates the dependence of the total inter-
action on transferred momentum for a wide perovskite layer

FIG. 5. (a) The dependence of the total exciton-exciton interac-
tion on transferred momentum. (b) The corresponding dependence
of the maxima of direct and exchange interactions on electric field.
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FIG. 6. The real space dependence of the direct exciton-exciton
interaction. (a) The interaction in the absence of an electric field,
demonstrating an r−5 scaling. (b) The interaction of electrically
polarized dipolar excitons, demonstrating r−3 scaling.

with n = 5 in the presence of an electric field. The correspond-
ing dependencies of the maxima of the exchange and direct
interactions on electric field strength are shown in Fig. 5(b),
clearly demonstrating a crossover from the exchange dom-
inated regime to one dominated by the direct interaction
with increase of an electric field. The dipolar character of
exciton-exciton interactions can result in plethora of many-
body effects, such as nonlinear exciton transport [10–16],
excitonic condensate [5,6], and superfluidity [7].

In order to understand further a qualitative impact of an
electric field on the exciton-exciton direct interaction, we shift
to the real space domain. While exciton-exciton exchange in-
teraction is of short-range nature, the direct interaction clearly
demonstrates a long-range behavior. At the distances r � aB,
the multipole expansion of direct interaction for conventional
quantum wells yields [54]

Hdir (r) = 1

4πε0εw

[
d2

X

r3
+ e2

r5

(
9

4
〈(r cos ϕ)2 − z2〉2

+ 3
dX

e
〈z(r cos ϕ)2 − z3〉

)]
, (17)

where 〈〉 denotes the averaging over exciton wave functions.
In the absence of an electric field, the wave functions are
symmetric in z direction, and the interaction reduces to

Hdir (r) ≈ e2

4πε0εw

81

64

a4
B

r5
. (18)

In Fig. 6, the real space dependence of the direct interaction
at large distances is shown. Figure 6(a) corresponds to the
absence of an electric field. The calculated data is well fitted
by r−5 type dependence, and qualitatively agrees with the
estimate of Eq. (18). In the presence of electric field, the
interaction becomes of dipolar type, and the leading order of
real space dependence is r−3. The corresponding dependence
is shown in Fig. 5(b), and is in qualitative agreement with the
estimate of Eq. (17). We attribute the discrepancy in absolute
values to essentially modified shape of the Coulomb inter-
action in RPP system compared with conventional quantum
wells.

IV. CONCLUSION

We studied the exciton-exciton interaction in hybrid
organic-inorganic perovskite thin films. The exciton state is
described within the model of quantum well of finite size,

where the self-induced polarization effects are fully accounted
for both in external confinement potential and electron-hole
Coulomb interaction. The transverse electric field leads to a
spatial separation of electrons and holes. It was shown that
in sufficiently wide inorganic layers this results in the ap-
pearance of excitons possessing built-in dipole moment. The
presence of a dipole moment essentially enhances the direct
interaction between excitons, which can become dominant
for sufficiently large values of an external electric field. The
predicted enhancement of long range nonlinearity can play
substantial role in the emergence of quantum collective phases
in the considered system.
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APPENDIX A: DEPENDENCE ON SHIFTING
MIRROR FACE PARAMETER

Figure 7(a) illustrates the real space exciton wave function
at different values of parameter δ. In Fig. 7(b), the respective
exciton binding energies versus δ varying in a wide range are
shown. Both panels clearly indicate the tiny dependence of
exciton properties on the value of δ.

APPENDIX B: MATRIX ELEMENTS FOR
EXCITON-EXCITON INTERACTION

The derivation of interaction matrix elements is analogous
to that developed in Ref [47], accounting for the quasi-
three-dimensional character of excitons. The symmetrized
two exciton wave function reads as

�Q,Q′ (re, rh, re′ , rh′ )

= 1
2 [�Q(re, rh)�Q′ (re′ , rh′ ) + �Q(re′ , rh′ )�Q′ (re, rh)]

− 1
2 [�Q(re′ , rh)�Q′ (re, rh′ ) + �Q(re, rh′ )�Q′ (re′ , rh)].

(B1)

FIG. 7. (a) In plane exciton wave function at different values of
δ for the structure with n = 5 layers. The inset demonstrates the
respective shapes of Coulomb interaction potential. (b) The binding
energy dependence on δ for different number of layers.
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The interaction Hamiltonian averaged over the z direction is

VI (ρe, ρe′ , ρh, ρh′ ) = Vee(|ρe′ − ρe|) + Vhh(|ρh′ − ρh|)
− Veh(|ρh′ − ρe|) − Vhe(|ρe′ − ρh|),

(B2)

where

Vi j
(∣∣ρi − ρ j

∣∣) =
∫

Vi j
(
zi, z j,

∣∣ρi − ρ j

∣∣)
× |ψ z

i (zi )|2
∣∣ψ z

j (z j )
∣∣2

dzidz j . (B3)

The matrix element of direct interaction does not depend on
initial momenta Q and Q′ and is presented as

Hdir (q) = 1

A

[
2Vqg(βeq)g(βhq) − V e

q g2(βhq) − V h
q g2(βeq)

]
,

(B4)

where

g(τ ) = 2π

∫
J0(τρ)|ψ rad

⊥ (ρ)|2ρdρ,

Vq = 2π

∫
J0(qτ )Veh(τ )τdτ,

V i
q = 2π

∫
J0(qτ )Vii(τ )τdτ. (B5)

The exciton exchange term is

HX
exch(�Q, q) = Hdir (�Q − q). (B6)

The matrix element of electron exchange interaction has a
form

He
exch = − 1

A

∫
cos [βe�Q · (x − y1) + q · (βhy2 − βey1 − x)]

×VI (ρe, ρe′ , ρh, ρh′ )ψ rad
⊥ (x)ψ rad

⊥ (y1)ψ rad
⊥ (y2)ψ rad

⊥
× (|y2 − y1 − x|)d2xd2y1d2y2. (B7)
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