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We revisit the Slater half-occupation technique within the DFT-1/2 method to provide improved accuracy of
2D and 3D halide perovskites band gaps at a moderate computational cost. We propose an electron removal
scheme from the halide states that drastically improve the predicted band gaps of 2D compounds. Concurrently,
we compute the effective masses of the considered structures and show that DFT-1/2 describes them with a
nice degree of accuracy when compared to available experimental data. Moreover, we assess the suitability of
DFT-1/2 to compute the energy level alignments of this family of compounds. We compare the results in light
of those we predict using the hybrid functional HSE06 and the many body perturbation theory within the G0W 0
approximation. We discuss the limitations of our refined DFT-1/2 scheme, which tends to overestimate the
downshift of the absolute valence energy levels of the layered perovskite systems. We anticipate that our results
would be useful to initiate benchmark studies and investigate large systems such as heterostructures for which
other approaches may be out of reach.

DOI: 10.1103/PhysRevMaterials.6.014604

I. INTRODUCTION

Metal halide perovskites (MHP) exhibited a giant leap in
their solar cell efficiencies and optoelectronic properties over
the past years [1,2]. While the highest efficiencies have so far
been achieved in their 3D structures, their 2D counterparts are
adding interesting features related to their structural diversity,
stability, photophysical, and quantum confinement properties.
Understanding the latter photophysical processes is key to
futher exploit these materials to their full potential. Moreover
engineering complex heterostructures of 3D and 2D MHP is
one of the important experimental trend nowadays [3]. In both
2D and 3D compounds, the band gap value and its nature
precondition their aptness to favorably perform as solar cells
or light emitting diodes.

Indeed, band gap is an essential property of semiconduc-
tors and optoelectronic materials. It is fundamentally defined
as the difference between the ionization energy I and the
electron affinity A : Eg = I − A, where Eg is the fundamental
or electronic band gap. Experimentally, it is measured via
spectroscopic techniques such as photoemission spectroscopy
(PES) and inverse photoemission spectroscopy (IPES) [4].
From the theoretical side, predicting band gaps is quite chal-
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lenging. With regards to the condensed matter community,
Kohn-Sham (KS) density functional theory (DFT) [5,6] is
among the most popular computational methods to investi-
gate the fundamental properties of materials. Within DFT,
the computed band gap is obtained as the difference between
the eigenvalues (ε) at the conduction band minimum (CBM)
and the valence band maximum (VBM) using EKS

g = εCBM

- εVBM. However, it is known that the band gap is severely
underestimated within DFT at the LDA (local density approx-
imation) or GGA (generalized gradient approximation) levels
of theory because of the self-interaction error in the occupied
states [7] and the absence of the derivative discontinuity �xc

[8,9].
Various levels of theory have been developed to improve

the band gap prediction of solids such as the many-body per-
turbation theory within the GW approximation [10,11], hybrid
functionals [12–15], and approximations using meta-GGA
based potentials [16,17], self-interaction error correction tech-
niques [7], DFT+U [18,19], and DFT-1/2 [20]. Despite GW
being formally among the most exact approximations for pre-
dicting fundamental band gaps of materials, its application
to large systems (exceeding hundreds of electrons), with ac-
curately converged results, becomes extremely cumbersome.
With hybrid functionals, large systems start to be accessible
but at the cost of high computational resources. Hence, effi-
cient and computationally cost effective band gap correction
schemes are highly desirable. Among those approaches is the
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Slater half occupation technique in the so-called DFT-1/2
method. So far, DFT-1/2 has been applied to predict the band
gaps of a variety of materials ranging from classical semicon-
ductors, metal oxides and 3D hybrid perovskites with a degree
of accuracy comparable to GW [20–29]. Recently, Xue et al.
proposed shLDA-1/2 (shell-LDA-1/2) to improve DFT-1/2
in the case of covalent semiconductors [30]. This resulted in
the improvement of the band structure of Ge and the definition
of some rules in the choice of the ratio of electron removal
(e.g., 1/2e− or 1/4e−) to predict the band gap of covalent
semiconductors. The appealing feature of DFT-1/2 is its rel-
ative accuracy and efficiency coupled with a computational
cost that is similar to standard LDA or GGA. It takes its root
from the Slater transition state theory, which was generalized
to solids through Janak’s theorem [31]

∂E ( fα )

∂ fα
= ε( fα ) (1)

where E ( fα ) is the total energy with respect to the occupa-
tion ( fα) for orbital α and ε( fα ) is the eigenvalue at fα . By
integrating Eq. (1) between the state at which one electron is
removed ( fα = −1) and the neutral state ( fα = 0), it is trivial
to show that

E (0) − E (−1) ≈ ε

(
− 1

2

)
(2)

where the equality assumes a linear variation of the Kohn-
Sham eigenvalues with the occupation [32]. Equation (2) tells
that the eigenvalue at the half-ionized state is the negative
of the ionization energy. This is at the heart of DFT-1/2
scheme and is best used when applied to the highest occupied
molecular orbital (HOMO) or the valence band maximum
(VBM) state. In general, the half-ionization is performed on
the electronic orbitals that are present at the VBM or HOMO
state. The latter information can be obtained from the pro-
jected density of states and/or from a symmetry analysis. In
other words, one should not blindly proceed with DFT-1/2
without a prior knowledge of the band-edge electronic states.
For instance, in the case of Ge, only half-ionized 4p states are
considered because of their contribution to the VBM [20].

To benefit from Eq. (2) in a DFT self-consistent scheme, a
self-energy (Sα; 2Sα = ∂εα

∂ fα
) term is introduced, which can be

interpreted as the energy necessary to localize the hole [20].
Integrating Sα and combining it with Eq. (2) leads to

−Sα =
∫ −1/2

0

∂εα

∂ fα
dfα ≈ ε

(
− 1

2

)
− ε(0)

⇒ E (−1) ≈ E (0) − ε(0) + Sα (3)

where the self-energy is assumed to be independent of the
occupation [33]. The self-energy potential (VS) is chosen such
that

Sα =
∫

dr3ρα (r)VS (r) ≈ ε(0) − ε

(
− 1

2

)

and VS (r) ≈ −V

(
− 1

2
, r

)
+ V (0, r)

(4)

ensuring that Eq. (2) is recovered. The self-energy potential
is approximated by the difference between the all-electron

potentials from the neutral single atoms (V (0, r)) and the
corresponding half-ions (V (− 1

2 , r)). In practice, the potential
VS (r) is not computed on a solid but on an isolated atom where
the orbital α is located. In other words, the potentials V (0, r)
and V (− 1

2 , r) obtained on the isolated atom of interest are
used to compute VS (r) using the bottom expression in Eq. (4).

Adding VS to the atoms in an infinite crystal leads to diver-
gence as it falls off in the form of 1/r. Therefore, it is trimmed
with a step function using:

�(r) =
{

(1 − ( r
rcut

)8)3, r � rcut

0, r � rcut

VS (r) → V ′
S (r) = VS (r) × �(r).

(5)

The trimming parameter or the cutoff radius rcut is obtained
variationally and is chosen so as to maximize the band gap.
The power of 8 in Eq. (5) already provides good results but
it may vary. To proceed with DFT-1/2 technique in a pseu-
dopotential based DFT code, one has to identify a priori the
electronic states contributing to VBM (or HOMO) and gener-
ate the pseudoptentials containing the self-energy potential VS

correction for these states at the atomic level.
In the context of hybrid halide perovskites, DFT-1/2 has al-

ready been implemented to improve the prediction of the band
gap of 3D compounds, leading to a good agreement with ex-
periment [26,29,34]. However, the DFT-1/2 pseudopotentials,
which are generated for 3D perovskites present insufficient
performance on 2D layered MHP (vide infra). Moreover, to
the best of our knowledge, there has not yet been any report on
the optimization of DFT-1/2 for 2D hybrid halide perovskites.
Here, we revisit DFT-1/2 method for halide perovskites and
propose, using symmetry considerations, an electron removal
scheme on the halide states that drastically improves the band
gaps of 2D compounds. At the same time, we show that
the effective masses are also corrected. Finally, we propose
a critical assessment on the ability of DFT-1/2 to predict
absolute valence energy alignments or ionization energies in
light of the results that we obtained from hybrid functional
(HSE06) calculations and quasi-particle correction within the
GW approximation.

II. COMPUTATIONAL METHODS

First-principles calculations were performed using the
SIESTA [35,36] code based on a basis set of finite-range
of numerical atomic orbitals. Norm-conserving Troullier-
Martins pseudopotentials were used for each atomic species
to account for the core electrons [37]. 1s1, 2s22p2, 2s22p3,
3s23p5, 4s24p5, 5s25p5, and 5d106s26p2 were used as va-
lence electrons for H, C, N, Cl, Br, I, and Pb respectively.
Polarized double-ζ (DZP) basis sets with an energy shift
of 200 meV and a real space mesh grid energy cutoff of
400 Rydberg were used for the calculations. We used PBE
and the revisited Slater half-occupation technique in the so-
called DFT-1/2 [20] implementation for the band structure
calculations. To proceed with DFT-1/2, we applied the − 1

2 e−
correction scheme to the orbitals that form the VBM state of
the relevant compounds. This means that for the concerned
atoms, we generated DFT-1/2 corrected pseudopotentials fol-
lowing the bottom expression of Eq. (4). Again, we stress that
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one needs to know the electronic states forming the VBM or
HOMO state before using DFT-1/2. Apart from that, the main
points of the theory are as described in the previous section.
Spin-orbit coupling (SOC), in its on-site approximation [38],
was taken into account in all calculations unless otherwise
stated. Sufficient k-point grids were used to sample the differ-
ent Brillouin zones. We computed the effective masses using
the parabolic approximation around the band extrema.

For the 2D/3D heterostructure relaxation, we used the
van der Waals density functional with C09 exchange [39]
within the van der Waals DF2 flavor to describe the
exchange-correlation term (we modified SIESTA version
“master-post-4.1-251” to include DF2 flavor). This tuning was
suggested to improve C09 based geometry optimization over
that with the original DF1 flavor [40]. The in-plane lattice
constants of the 3D part were imposed for the whole het-
erostructure and were not allowed to relax during the 2D/3D
interface structural optimization. The c-lattice constant along
z was allowed to relax along with the atomic positions. In
order to mimic the structural properties of 3D bulk materials
at room temperature, we used Cs as a pseudoatom instead of
FA (FA∗PbI3 [41], FA∗ = FA replaced with Cs) and con-
sider a thickness of 9 octahedra. The 2D structure is the
room-temperature BA2PbI4 (BA = butylammonium) [42].
The whole heterostructure consists of 314 atoms and 1320 va-
lence electrons. We computed the heterostructure band offsets
using the Hartree Potential alignment method as described in
Ref. [43].

For the absolute valence energy level alignment of the
3D systems, we used slabs constructed from SIESTA relaxed
pseudocubic CsPbI3 bulk structure derived from the room-
temperature orthorhombic compound reported in Ref. [44].
The relaxed lattice constant a = 6.297 Å (the experimental
pseudocubic lattice constant a = 6.201 Å).

Hybrid functional (HSE06 [15]) and G0W 0 [11] calcula-
tions were performed using VASP [45,46] within the projector
augmented wave (PAW) formalism [47,48]. The wave func-
tions were expanded using a plane-wave basis set with an
energy cut-off of 400 eV. We used 4 × 4 × 4 and 4 × 4 × 1 	-
centered k grids to sample the Brillouin zones of the bulk
(in HSE06 and G0W 0) and slab (in HSE06) systems, respec-
tively. We used the adaptively compressed exchange (ACE)
operator [49] to reduce the computational cost of HSE06 cal-
culations. We used 960 empty bands for G0W 0 calculations
and the convergence of the quasiparticle energies within the
approximation was considered (vide infra). Spin-orbit cou-
pling effect was included in all the calculations.

Except for the 2D/3D heterostructure and pseudocubic
CsPbI3 compound, the experimental crystal structures without
any geometry optimization were used for all calculations. The
following structures were considered with the space groups
provided in parenthesis:

3D systems: MA∗PbI3 (I4/mcm) [50] with MA∗= MA
(methylammonium) replaced with Cs to avoid the issue of
dynamical disorder of MA at high temperature phases [51],
MAPbI3 (Pnma) [52], FA∗PbI3 (Pm-3m) [41], MA∗PbBr3

(Pm-3m) [53], MAPbBr3 (Pnma) [54], FA∗PbBr3 (Pm-3m)
[55], CsPbI3 (Pnma) [56], CsPbBr3 (Pnma) [57], CsPbCl3

(Pm-3m) [58], RbPbI3 (Pnma) [56], MASnI3 (I4cm) [59],
CsSnI3 (Pnma) [60].
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FIG. 1. Optimization of DFT-1/2 rcut values of I and Pb using the
tetragonal MA∗PbI3. (a) Band structure of MA∗PbI3 in the tetragonal
phase. The wave function, without SOC, at the VBM occurring at the
	 point is also shown in the figure. (b) Optimizing rcut for (left) the
pseudopotential of I by removing 1/2 e− from its 5p states (right) Pb
atom with the removal of 1/2e− from its 6s states using the optimized
I(5p) atom from the left. Here the optimal rcut are ∼3.76 Bohr and
∼2.20 Bohr for I and Pb, respectively. Note that spin-orbit coupling
(SOC) effect is not taken into account here since it is not necessary
for the optimization of rcut.

2D systems: The references of the structures used or con-
sidered are provided in Table VII. In 2D systems, the subscript
n in the formula corresponds to the number of inorganic
octahedra or inorganic layer thickness in the structure as, for
instance, in BA2MAn−1PbnI3n+1 (BA = butylammonium).

III. RESULTS AND DISCUSSION

A. DFT-1/2 for 3D metal halide perovskites

We start by applying the DFT-1/2 method to 3D halide
perovskites with the general formula AMX3 where A is a
monovalent organic or inorganic cation (A = Cs, MA [MA =
CH3NH3], FA [FA = CH(NH2)2]), X is a halide anion (X =
I, Br, Cl) and M is a divalent metal cation (M = Pb, Sn...). In
order to use the method, one has to know a priori the states
contributing to the VBM of the material under study. In 3D
halide perovskites, it is quite established, from first-principles
calculations [61] and predicted from symmetry analysis [62]
that the VBM of 3D halide perovskites is made of an anti-
bonding hybridization between mainly X(p) and M(s) states
[Fig. 1(a)]. Considering the room temperature structure of
MA∗PbI3 in the tetragonal phase (I4mcm) [50], Fig. 1 shows
the optimal rcut values for I and Pb that maximize the band
gap of this compound [see Eq. (5)]. Comparing the DFT-1/2
band gaps (with SOC) at the optimal rcut for I (1.40 eV at
rcut ∼ 3.76 Bohr) and Pb (1.52 eV at rcut ∼ 2.20 Bohr +
optimized rcut from I) with the one obtained at the PBE+SOC
level (0.35 eV), we observe that the major part of DFT-1/2
correction is due to the I(5p) states. This is consistent since
the main contribution to the VBM of these compounds is
due to the halide p states. It further supports the idea that
DFT-1/2 correction on the metal cation states could gener-
ally be neglected in most semiconductors and oxides [ZnO
seems to be an exception where Zn (3d) states also become
important] [33]. Here, we included the correction on the metal
cation (Pb and Sn) states since it brings an additional im-
provement as compared to experiments (vide supra with the
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TABLE I. Cutoff radius rcut (in atomic unit) and half-ionized
atomic orbitals within DFT-1/2 and xs-DFT-1/2, respectively.

Atom rcut (a.u.) Half-ionized orbital

DFT-1/2
Pb 2.20 6s
Sn 2.20 5s
I 3.76 5p
Br 3.44 4p
Cl 3.12 3p

xs-DFT-1/2 for halides
I 4.00 5p (− 1

2 e−) + 5s(− 1
4 e−)

Br 3.44 4p (− 1
2 e−) + 4s(− 1

4 e−)

Cl 3.12 3p (− 1
2 e−) + 3s(− 1

4 e−)
DFT-1/2 for C, N

C 2.40 2p
N 2.00 2p

additional 0.12 eV in MA∗PbI3). Following the same recipe
as for MA∗PbI3, we inspected DFT-1/2 scheme with other
3D compounds including Sn, Br, and Cl and the optimal rcut

values are shown in Table I. Noteworthy, an optimized rcut for
an element in a specific compound is generally transferable to
the same element in a different chemical environment using a
similar rcut value with only minor changes [20].

Table II summarizes DFT-1/2 corrected bands gaps for a
range of 3D MHP. Previous results obtained using ppTB-mBJ
potential are also included for comparison [63]. Overall, DFT-
1/2 brings a substantial improvement to the band gaps of these

compounds as compared to PBE. Among the investigated
compounds, DFT-1/2 predicted band gaps present a mean
absolute error (MAE) of 0.17 eV as compared to the experi-
mentally reported values. When compared to ppTB-mBJ, both
methods perform well with the deviation from the experiment
being smaller for ppTB-mBJ (MAE of 0.11 eV).

Considering the effective masses summarized in Table III,
PBE severly underestimate them by more than 50% as com-
pared to available experimental data with a mean absolute
percentage error (MAPE) of about 50%. Using ppTB-mBJ,
the effective masses are improved as compared to PBE but
tend to be overestimated with regards to the experimental
values (MAPE ∼ 46.5%) as discussed thoroughly in a prior
report [63]. Computed DFT-1/2 are also slightly on the high
side (MAPE ∼ 20.2%) but with a better agreement with the
available experimental data. This is consistent with previous
reports that DFT-1/2 not only improves the prediction of band
gaps but also the band curvatures, i.e., the effective masses
[20].

B. DFT-1/2 for 2D metal halide perovskites

Here, we consider 2D MHP whose optical and photophys-
ical properties are very often dominated by excitons [83].
Notewothy, the latter excitonic effects are not captured within
DFT-1/2, which it is not intended for. We apply the 3D
optimized DFT-1/2 pseudopotentials to compute the band
gaps of a wide range of 2D halide perovskites. More specifi-
cally, this corresponds to removing 1

2 e− from X(p) and M(s)
states. The results are summarized in Table IV. We notice
that DFT-1/2 brings some improvements to the band gaps of

TABLE II. Band gap (in eV) of 3D MHP obtained with PBE, DFT-1/2 and ppTB-mBJ [63]. The space group is indicated in parenthesis.
SOC effects were included in all calculations. MAE and MAPE stand for mean absolute error and mean absolute percentage error, respectively
with respect to the experimental values.

This work This work Ref. [63] Exp.
3D MHP PBE DFT-1/2 ppTB-mBJ Exp.

MA∗PbI3 (I4/mcm) 0.35 1.52 1.43 1.48–1.61 [64–69]a

MAPbI3 (Pnma) 0.64 1.69 1.64 1.65 [70]b

FA∗PbI3 (Pm-3m) 0.25 1.41 1.48[66]–1.52 [69]f

MA∗PbBr3 (Pm-3m) 0.52 1.97 2.16 2.18-2.22 [67,71,72]c

MAPbBr3 (Pnma) 0.88 2.29 2.43 ∼2.34 [73]g

CsPbI3 (Pnma) 1.91 2.79 3.33 3.17 [74]d

FA∗PbBr3 (Pm-3m) 0.65 2.11 ∼2.30 [73]g

CsPbBr3 (Pnma) 0.76 2.16 2.45 2.25 [57,75]c

CsPbCl3 (Pm-3m) 0.88 2.50 2.84 2.86 [75]c

RbPbI3 (Pnma) 1.87 2.77 3.30 3.14 [76]d

MASnI3 (I4cm) 0.22 1.27 1.55 1.2–1.4 [59]e

CsSnI3 (Pnma) 0.07 1.08 1.21 1.30 [60]c

MAE (eV) 1.38 0.17 0.11
MAPE (%) 68.8 7.5 5.9

aMeasured at 293 K or room temperature.
bMeasured at 4.2 K.
cMeasured at room temperature.
dMeasured at 90 K.
eMeasured at 200 K.
fHigh temperature tetragonal phase according to the authors (140 K – 160 K).
gMeasured at 300 K.
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TABLE III. Electron (me) and hole (mh) effective masses in m0 unit of 3D MHPs calculated with PBE, DFT-1/2, and ppTB-mBJ [63].
μ = memh/(me + mh ) is the reduced effective mass and mh = |mv|. For MAE and MAPE, we use the average of the computed/reported
reduced effective masses for each compound.

This work This work Ref.[63]

PBE DFT-1/2 ppTB-mBJ Exp.

3D MHP Direction mv me μ mv me μ mv me μ μ

MA∗PbI3 (I4/mcm) 	 → [001] –0.07 0.07 0.04 –0.23 0.20 0.11 –0.27 0.21 0.12 0.104 [77] (155 K–190 K)
	 → [110] –0.10 0.09 0.05 –0.26 0.26 0.13 –0.36 0.27 0.15
	 → [111] –0.09 0.09 0.05 –0.25 0.25 0.12 –0.33 0.25 0.14

MAPbI3 (Pnma) 	 → [010] –0.14 0.11 0.06 –0.31 0.25 0.14 –0.45 0.27 0.17 0.15 [78], 0.12 [79] (4.2 K)
	 → [101] –0.17 0.15 0.08 –0.33 0.31 0.16 –0.50 0.34 0.20

FA∗PbI3 (Pm-3m) R → [001] –0.06 0.06 0.03 –0.22 0.21 0.11 0.095 [69] (140 K–160 K)
	 → [111] –0.06 0.06 0.03 –0.22 0.21 0.11

MA∗PbBr3 (Pm-3m) R → [001] –0.10 0.11 0.05 –0.25 0.30 0.14 –0.34 0.32 0.16
	 → [111] –0.10 0.11 0.05 –0.25 0.29 0.13 –0.35 0.32 0.17

MAPbBr3 (Pnma) 	 → [010] –0.16 0.15 0.08 –0.33 0.33 0.17 –0.50 0.37 0.21 0.13 [78] (4.2 K) 0.117 [69] (2K)
	 → [101] –0.19 0.19 0.10 –0.36 0.39 0.19 –0.59 0.44 0.25

FA∗PbBr3 (Pm-3m) R → [001] –0.12 0.13 0.06 –0.27 0.32 0.15 0.13 [69] (160 K–170 K)
	 → [111] –0.12 0.13 0.06 –0.28 0.31 0.15

CsPbBr3 (Pnma) 	 → [010] –0.13 0.13 0.07 –0.29 0.32 0.15 –0.44 0.37 0.20 0.126 (2K) [80]
	 → [101] –0.16 0.16 0.08 –0.30 0.36 0.16 –0.53 0.44 0.24 (mh = 0.26 [81])

CsPbCl3 (Pm-3m) R → [001] –0.15 0.17 0.08 –0.29 0.40 0.17 –0.40 0.42 0.20 0.202 (2K) [82]
	 → [111] –0.15 0.17 0.08 –0.29 0.40 0.17 –0.40 0.42 0.20

MAE (m0) 0.07 0.03 0.06
MAPE (%) 50.1 46.5 20.2

2D compounds as compared to PBE. However, the computed
values are still largely underestimated when compared to ex-
periment. For instance, DFT-1/2 predicts 2.20 eV for the 2D
n=1 BA2MAn−1PbnI3n+1, which is still 0.6 eV lower as com-
pared to the continuum threshold from magneto-absorption
experiments (2.80 eV) [84]. This becomes worse for the n
= 5 compound whose computed band gap (1.36 eV) is even
lower than that of the room-temperature 3D MAPbI3 structure
(1.52 eV from Table II). Clearly, using the 3D optimized
DFT-1/2 parameters to investigate 2D perovskite structures
significantly underestimates band gaps.

The inferior performance of DFT-1/2 band gap prediction
for 2D MHP, considering only the correction on halide p
states and Pb (6s), can to a certain extent be related to the
symmetry change of VBM/CBM when going from 3D to 2D.
This arises from the fundamental anisotropy of the system,
and is more specifically related to the presence of apical halide
atoms in 2D compounds. Indeed, from the symmetry analysis
implemented for 2D halide perovskites [2,85], an additional
electronic coupling appears at the VBM state: a coupling be-
tween apical X(s) and M(s) as shown in Fig. 2. This additional
X(s) states expected at the VBM of 2D halide perovskites,
though in a minor contribution, is absent in 3D ones. Because
of the emergence of X(s) states from the symmetry analysis,
we refine DFT-1/2 pseudopotentials by removing additional
1
4 e− from the s orbitals of the halide atoms. In fact, with
removed 1

2 e− from X(s) orbitals, we find that the band gaps
are significantly overestimated. This is not surprising since the
contribution of s states to the VBM of these 2D compounds
remains limited. Hereafter, DFT-1/2 with the additional 1

4 e−
removed from X(s) states is referred as xs-DFT-1/2 and the
corresponding rcut are also reported in Table I.

At this stage, we emphasize that this adjustment (additional
1
4 e-) is made in the spirit of the DFT-1/2 scheme: at its initial
stage, the method may need to be readjusted to account for
the chemical environment of atoms in a specific family of
compounds. Noteworthy, once parameterized, the method be-
comes predictive a postoriori for similar systems where atoms
exhibit similar chemical environments. For instance, we have
adjusted the additional amount of electrons to be removed
from X(s) within xs-DFT-1/2 on BA2PbI4 system only. The
approach is then applied to all the other 2D systems with much
improved computed band gaps as summarized Table IV.

Table IV compiles the results obtained using the refined
xs-DFT/-1/2 for the considered 2D MHP. When compared to
DFT-1/2, we notice a dramatic improvement in the computed
band gaps using the refined method as compared to the experi-

FIG. 2. Symmetry analysis of 2D MHP [2,85]. (Left) An exam-
ple of a 2D MHP structure showing the apical and equatorial halide X
atoms along with the central metal M atom. (Right) Electronic cou-
pling between X and M states expected from the symmetry analysis
of 2D MHP.
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TABLE IV. Room temperature (otherwise specified) band gap (in eV) of 2D MHP obtained with PBE, DFT-1/2, and xs-DFT-1/2.
Underlined data indicate that it was necessary to apply DFT-1/2 correction to the molecular states (containing C and N) as well. SOC effects
were included in all calculations. The superscripts “opt” and “el” stand for optical and electronic band gaps, respectively. For MAE and MAPE,
when the experimental electronic band gaps are not reported, we use the optical ones, which add more uncertainties to the computed statistical
values.

Layer thickness PBE DFT-1/2 xs-DFT-1/2 Exp.

BA2MAn−1PbnI3n+1 n = 1 [42] 1.28 2.20 2.84 2.80 [84] el

n = 2 [86] 0.87 1.82 2.45 2.44 [84] el

n = 3 [86] 0.64 1.65 2.29 2.26 [84] el

n = 4 [86] 0.64 1.67 2.32 2.15 [84] el

n = 5 [87] 0.39 1.36 2.01 2.08 [84] el

(CmH2m+1NH3)2PbI4 m = 6 [42] 1.28 2.20 2.85 2.70 [88] el (5K)
m = 10 [89] 1.28 2.19 2.85 2.72 [90] el

(C(NH2)3)(CH3NH3)nPbnI3n+1 n = 1 [91] 1.12 2.05 2.70 2.27 [91] opt

n = 2 [91] 0.72 1.67 2.31 1.99 [91] opt

n = 3 [91] 0.16 0.87 1.46 1.73[91] opt

PEA2MAn−1PbnI3n+1 n = 1 [92] 1.04 1.99 2.71 2.53 [93] opt (10K)
n = 3 [94] 0.89 1.76 2.34 2.1 [95] opt

(3AMP)MAn−1PbnI3n+1 n = 1 [96] 1.02 2.02 2.69 2.23 [96] opt

n = 2 [96] 0.39 1.27 1.83 2.02 [96] opt

n = 3 [96] 0.30 1.23 1.82 1.92 [96] opt

(4AMP)MAn−1PbnI3n+1 n = 1 [96] 1.07 1.99 2.64 2.38 [96] opt

n = 2 [96] 0.61 1.48 2.04 2.17 [96] opt

n = 3 [96] 0.63 1.61 2.26 1.99 [96] opt

(BA)2(EA)2Pb3I10 Ref. [97] 0.99 1.94 2.54 2.12 [97] opt

(PMA)2PbI4 Ref. [98] 1.25 2.16 2.81 2.19 [99] opt

BA2MAn−1SnnI3n+1 n = 1 [100] 0.82 1.83 2.37 1.83 [100] opt

n = 3 [100] 0.12 1.07 1.59 1.50 [100] opt

BA2MAn−1PbnBr3n+1 n = 1 [101] 1.61 2.70 3.37 3.34 [102] el

PEA2MAn−1PbnBr3n+1 n = 1 [103] 1.72 2.95 3.69 2.91–2.95 [104,105] opt , 3.26 [105] el

(BEA)2PbBr4 Ref. [106] 1.78 3.01 3.76
(EA)4Pb3Br10 Ref. [107] 1.29 2.64 3.42 2.75 [107] opt

(EA)4Pb3Cl10
l Ref. [107] 1.77 3.39 4.24 3.45 [107] opt

(PMA)2PbCl4
m Ref. [108] 2.30 3.57 4.50 3.65[108] opt

MAE (eV) 1.42 0.42 0.29
MAPE (%) 61.7 18.9 12.0

mentally reported values. This is especially true for the iodine
and bromine based 2D perovskites. For instance, the contin-
uum thresholds of the Ruddlesden-Popper (RP) phases of 2D
BA2MAn−1PbnI3n+1 are nicely captured by xs-DFT-1/2. For
n = 4, both levels of theory lead to computed band gaps that
deviate from the monotonous trend of decreasing experimen-
tal band gaps with increasing n value. This is likely due to
uncertainties in the experimental crystallographic structures.

In the case of chlorine based 2D perovskites, it appears
that the overestimation of the predicted band gaps is more
pronounced using xs-DFT-1/2 refinement. This is possibly
related to an over-correction of Cl(3p) orbital eigenvalues as
a result of removing the additional 1

4 e− from its 3s states
leading to larger band gaps. We note, however, that reported
experimental band gaps in Table IV for chlorine compounds
are optical band gaps and a fair comparison with theory should
rather rely on electronic band gaps, which are lacking. This
discrepancy needs more investigations on both theoretical
and experimental sides. Nevertheless, xs-DFT-1/2 brings the
computed band gaps closer to experiment as compared to the
normal DFT-1/2.

In many of these 2D compounds, applying DFT-1/2 cor-
rection on only the inorganic states (X and M states) causes
a shift of the latter states leaving behind the molecular ones.
These molecular states may sometimes be spuriously located
inside the band gap (underlined data in Table IV). This is an
artifact of the uncorrected molecular states (Fig. 3). In those
cases, it is useful to implement the DFT-1/2 method to the
molecular states as well. Using the optimized rcut for N and
C, reported in Table I, allows to recover the correct band gaps
determined by the inorganic entities (Fig. 3). This procedure
may be justified by the fact that these layered systems can
be conceptualized as composite materials or heterostructures
where the inorganic and organic frameworks exhibit specific
band alignments and their band edges may be aligned dif-
ferently depending on the nature of the molecular spacers
[109,110]. Incidently, even after correcting both the inorganic
and organic states for (PMA)2PbCl4, some molecular states
remain at the band egde implying that this compound may
present a type-II band alignment as we suggested in a previous
paper [110].

In Table V, we report the average of the in-plane effective
masses of various 2D MHP. Similar to what has been shown
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(a)

(b)

FIG. 3. Evidencing the necessity to correct molecular states in
some 2D MHP. (a) Band structure of (PEA)2(MA)2Pb3I10 structure
using xs-DFT-1/2 (left) without DFT-1/2 correction on molecular
states and (right) with DFT-1/2 correction on molecular states. (b)
Band structure of (PMA)2PbCl4 structure using xs-DFT-1/2 (left)
without DFT-1/2 correction on molecular states and (right) with
DFT-1/2 correction on molecular states. The molecular states are
shown in the dashed rectangular boxes.

for 3D MHP, DFT-1/2 leads to a sizable increase in com-
puted effective masses as compared to PBE. The additional
correction on X(s) states leads to a further increase and in
turn a better agreement with available experimentally reported
values. This shows the importance of predicting more accurate
band gaps for computing effective masses that are in better
agreement with experiment.

C. Is DFT-1/2 more empirical than HSE06 for metal halide
perovskites?

We note that within our xs-DFT-1/2 refinement, the total
number of removed electrons [ 3

4 e− → 1
2 e− (X(p)) + 1

4 e−
(X(s))] somehow violates the fundamental formalism behind
the DFT-1/2 theory [Eq. (2)]. In principle, this number should
be 1/2e− for a given atom. However, the refinement is in part
justified by the fact that the method remains semi-empirical,
with necessary adjustments to take into account different sym-
metries and chemical environments. In fact, the developpers
of DFT-1/2 alluded to this in their original paper [20]. They
had to change the number of removed electrons for Si (3p)
from 1

2 e− to 1
4 e− to reach a good match with its experimental

band gap. This readjustment was motivated by the covalent
nature of Si-Si bond. But for Ge(4p), the same column as Si,

TABLE V. Average in-plane electron (me) and hole (mh) effective masses in m0 unit of 2D MHP calculated with PBE, DFT-1/2, and
xs-DFT-1/2. μ = memh/(me + mh ) is the reduced effective mass and mh = |mv|.

PBE DFT-1/2 xs-DFT-1/2 Exp.

Layer thickness mv me μ mv me μ mv me μ μ

BA2MAn−1PbnI3n+1 n = 1 –0.24 0.17 0.10 –0.43 0.26 0.16 –0.46 0.31 0.18 0.22 [83]a

n = 2 –0.22 0.13 0.08 –0.42 0.22 0.14 –0.45 0.26 0.17 0.22 [83]a

n = 3 –0.14 0.12 0.06 –0.26 0.22 0.12 –0.31 0.26 0.14 0.20 [83]a

n = 4 –0.13 0.11 0.06 –0.26 0.21 0.12 –0.31 0.27 0.14 0.20 [83]a

n = 5 –0.14 0.13 0.07 –0.25 0.23 0.12 –0.29 0.27 0.14 0.19 [83]a

(CmH2m+1NH3)2PbI4 m = 6 –0.25 0.17 0.10 –0.45 0.26 0.16 –0.48 0.31 0.19 0.18 [88]b

m = 10 –0.26 0.17 0.10 –0.46 0.26 0.17 –0.49 0.31 0.19
(C(NH2)3)(CH3NH3)nPbnI3n+1 n = 1 –0.35 0.14 0.10 –0.65 0.23 0.17 –0.64 0.25 0.18

n = 2 –0.18 0.14 0.08 –0.32 0.24 0.14 –0.36 0.29 0.16
n = 3 –0.14 0.12 0.06 –0.23 0.22 0.11 –0.28 0.26 0.13

PEA2MAn−1PbnI3n+1 n = 1 –0.17 0.12 0.07 –0.30 0.21 0.12 –0.38 0.25 0.15
n = 3 –0.20 0.18 0.10 –0.34 0.30 0.16 –0.37 0.35 0.18

(3AMP)MAn−1PbnI3n+1 n = 1 –0.23 0.14 0.09 –0.77 0.22 0.17 –0.40 0.29 0.17
n = 2 –0.14 0.13 0.07 –0.26 0.22 0.12 –0.29 0.26 0.14
n = 3 –0.15 0.11 0.06 –0.31 0.21 0.12 –0.33 0.26 0.15

(4AMP)MAn−1PbnI3n+1 n = 1 –0.54 0.19 0.14 –0.90 0.28 0.21 –0.76 0.31 0.22
n = 2 –0.21 0.16 0.09 –0.35 0.26 0.15 –0.39 0.31 0.17
n = 3 –0.17 0.15 0.08 –0.31 0.26 0.14 –0.35 0.30 0.16

(BA)2(EA)2Pb3I10 –0.28 0.16 0.10 –0.48 0.27 0.17 –0.51 0.33 0.20
(PMA)2PbI4 –0.29 0.17 0.11 –0.54 0.26 0.18 –0.60 0.31 0.20
BA2MAn−1SnnI3n+1 n = 1 –0.11 0.11 0.05 –0.22 0.19 0.10 –0.25 0.22 0.12

n = 3 –0.06 0.07 0.03 –0.16 0.16 0.08 –0.20 0.20 0.10
BA2MAn−1PbnBr3n+1 n = 1 –0.25 0.23 0.12 –0.41 0.36 0.19 –0.45 0.43 0.22
PEA2MAn−1PbnBr3n+1 n = 1 –0.31 0.26 0.14 –0.49 0.41 0.22 –0.56 0.48 0.26
(BEA)2PbBr4 –0.37 0.29 0.16 –0.57 0.46 0.25 –0.63 0.54 0.29
(EA)4Pb3Br10 –0.42 0.28 0.17 –0.79 0.52 0.31 –0.64 0.55 0.30
(EA)4Pb3Cl10 –0.33 0.81 0.23 –0.50 1.43 0.37 –0.56 1.03 0.36

aMeasured at 4 K.
bMeasured at 5 K.
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FIG. 4. Impact of the amount of HSE06 exact exchange α on
band gap prediction in halide perovskites. (a) Variation of the band
gap of the room temperature 3D MA∗PbI3 MHP with the amount of
exact exchange α. (b) Variation of the band gap of different 2D MHP
with the amount of HSE06 exact exchange α. Horizontal dashed lines
correspond to the experimentally reported electronic band gap values
for the compounds of the same color.

they kept 1
2 e−. More recently, DFT-1/2 was revisited for con-

ventional semiconductors in order to obtain better quantitative
estimates of band gaps leading to the so-called shell-LDA-
1/2 (shLDA-1/2) [30]. In shLDA-1/2 method, some electron
removal schemes (e.g., 1/2e− or 1/4e−) and different cutoff
radii for the relevant orbitals were adopted to include the
effect of the chemical environment. This further illustrates
the intrinsic limitation and the semi-empirical character of
the method as previously discussed [111]. Anyhow, DFT-1/2
correction assumes a priori knowledge of the orbitals com-
posing the VBM, by virtue of which the full ab initio like
picture is clearly lost. It is worth noting that the strategy based
on parameters tuning for band gap prediction is not unique
to DFT-1/2. Meta-GGA based exchange potential in the TB-

mBJ implementation also relies on parameters tuning [112].
Even the more popular hybrid functionals, such as HSE06,
also include a parameter, namely the amount of the exact ex-
change (α). Interestingly, different amounts of exact exchange
are also needed to accurately predict the band gaps of 3D and
2D MHP [113,114]. Here, we further inspect the impact of
the amount of exact exchange on computed band gaps of 3D
and 2D perovskites. The results are summarized in Fig. 4 and
Table VI. Our results clearly show that a unique value of exact
exchange α does not allow to accurately predict the band gaps
of both 3D (α ∼ 50%) and 2D (α ∼ 60%) halide perovskite
compounds. Moreover, considering the 2D MHP, one can see
that the same amount of exact exchange does not perform
in the same manner for iodides compounds as for bromides.
Thus, the issue of accurate band gap prediction based on
first-principles remains an open problem in condensed matter
systems.

D. Assessing ionization energies or absolute valence energy
levels using DFT-1/2

Having critically discussed the accuracy of DFT-1/2 in
predicting the band gaps of halide perovskites, we further
inspect the behavior of the method in predicting the absolute
valence energy levels (or the ionization energies) of these
compounds. We compute the absolute valence energy levels
of the different systems using the Hartree potential alignment
method [Fig. 5(a)] with the vacuum level set as the reference
[117–119]. Indeed, by breaking the periodicity of the material
along one direction (here, along z) by adding vacuum to it,
forming a semi-infinite slab, allows to have the zero of the

TABLE VI. Computed band gaps of 2D and 3D halide perovskites at the HSE06 level of theory using an increasing amount of exact
exchange (α). The superscripts “opt” and “el” stand for optical and electronic band gaps, respectively.

Exact exchange α (%) Band gap (eV) Exp.

MA∗PbI3 [I4/mcm] [50] 0 0.45 1.48–1.61 [64–68]
25 0.94
43 1.36
50 1.53
60 1.79

BA2MAn−1PbnI3n+1 [n = 1; Pbca] [42] 0 1.31 2.80 [84] el

25 1.88
43 2.34
60 2.82
73 3.20

BA2MAn−1PbnI3n+1 [n = 2; Cmcm] [86] 0 0.95 2.44 [84] el

60 2.29
73 2.64

BA2PbBr4 [P21/c] [101] 0 1.62 3.04–3.08 [102,115] opt 3.34 [102] el

25 2.31
43 2.86
60 3.42
73 3.87

BA2PbBr4 [Pbca] [116] 0 1.72 3.04–3.08 [102,115] opt 3.34 [102] el

25 2.42
43 2.98
60 3.54
73 3.99
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FIG. 5. Theoretical methods for the absolute energy level alignment considering CsPbI3 bulk and slabs. (a) Comparison of the Hartree
potential shifts computed at the PBE+SOC and HSE06+SOC (α = 50%) levels of theory using VASP. The figures are obtained using CsPbI3

slab. �VH is similar in both cases, which partly justifies the use of �VH from the DFT level for the absolute valence energy level alignment
using the quasiparticle energies from G0W 0 approximation. (b) Convergence of the G0W 0 quasiparticle energies at VB/CB of bulk CsPbI3

with respect to the response function cutoff and the number of empty bands. Note that, by default, VASP uses 2/3 of the plane wave cutoff for
the energy cutoff of the response function.

potential to be a well-defined quantity [120,121]. Here, the
absolute valence energy level E abs

v is obtained using:

E abs
v = Ebulk

VBM + �VH + �Evacuum (6)

where Ebulk
VBM is the eigenvalue of the valence band maximum

of the bulk system, �VH = V slab
H − V bulk

H is the shift of the
Hartree potential between the slab and the bulk systems, and
�Evacuum = 0 − Evacuum is the vacuum level shift with respect
to zero energy level. When considering the quasiparticle cor-
rection within the single-shot G0W 0 approximation, we use

E abs
v = Ebulk

VBM + �
VBM + �VH + �Evacuum (7)

where �
VBM is the shift in the eigenvalue of VBM due to the
self-energy quasiparticle correction within G0W 0. Here, �VH

is obtained from the starting mean-field theory used for the
ground state calculation (PBE or HSE06). This has a minor
effect on the computed E abs

v since the Hartree potential shift
depends on the ground state densities, which are relatively
well computed at the PBE or HSE06 level [121]. Indeed,
considering CsPbI3 slab, Fig. 5(a) shows that �VH is compa-
rable at the PBE and HSE06 levels, which supports the use of
�VH from the DFT level for the absolute valence energy level
alignment with the quasiparticle energies obtained from the
G0W 0 approximation. The convergence of the quasiparticle
energies at VBM and CBM from the G0W 0 approximation are
shown in Fig. 5(b). For the conduction band, we added to E abs

v

the theoretically computed band gap of the bulk compound
within the used level of theory. This then gives

E abs
c = E abs

v + Eg,bulk (8)

We use CsPbI3 slabs constructed from the relaxed pseudocu-
bic CsPbI3 bulk structure as model systems. We consider two
different terminations of the CsPbI3 slab namely CsI and PbI2

as shown in Fig. 6(a). CsI-termination is reported to be the
most stable surface from a previous theoretical calculation
[122]. Figure 6(b) summarizes the predicted absolute valence
energy levels for the CsPbI3 slabs at different levels of the-
ory. In all cases, PbI2-termination presents a deeper absolute
valence energy level as compared to CsI-termination for these

unrelaxed slab surfaces. This can be explained by the larger
surface dipoles present at the PbI2-terminated surface, which
we have thoroughly discussed in this paper [123]. DFT-1/2
predicts E abs

v values that are closer to those predicted at the
G0W 0@HSE(50%) level. Here, G0W 0@PBE presents the
least negative values followed by HSE06(50%) showing the
impact of the starting point for obtaining more accurate quasi-
particle excitation energies [119]. DFT-1/2 tend to predict
deeper E abs

v values as compared to the other levels of the-
ory. In comparison to G0W 0@HSE(50%), DFT-1/2 differ by
0.36 eV and 0.38 eV for CsI and PbI2-terminated surfaces,
respectively. Unfortunately, a wide range of experimental val-
ues have been reported for CsPbI3 ranging from 4.68 eV for
β-CsPbI3 [124] to 5.2 − 5.7 eV [125–128] reaching as high as
6.22 eV [129]. This hampers a proper assessment of the level
of theory based on experimental data. The disparity of exper-
imental results stems from several origins among which are
process conditions, the used substrates, surface morphologies,
surface terminations, crystal purity and measurement methods
[130]. Based on the relatively good agreement between DFT-
1/2 and G0W0@HSE(50%) results, DFT-1/2 appears to be a
promising method for computing the absolute valence energy
levels. This is not really surprising since the half occupation
technique at the heart of DFT-1/2 leads to the negative of
the ionization energy and should thus be suitable for VBM
or HOMO states [vide supra, Eq. (2)].

Figure 6(d) compares the absolute valence energy levels
of the 2D BA2PbI4 [42] and BA2PbBr4 [116] compounds
computed at both DFT-1/2 and the refined xs-DFT-1/2 levels
of theory. The corresponding slab is shown in Fig. 6(c). E abs

v

predicted with xs-DFT-1/2 tends to be much deeper (by more
than 1 eV) as compared to the normal DFT-1/2. Considering
the experimental absolute valence energy level alignments
reported by Silver et al. [102] on BA2PbI4 (−5.8 eV) and
BA2PbBr4 (−6.5 eV), xs-DFT-1/2 appears to overestimate
E abs

v . Interestingly, the computed E abs
v for the two compounds

using the normal DFT-1/2 fairly agree with the reported val-
ues by Silver et al., which suggests that DFT-1/2 would be
more reliable in predicting band offsets and energy levels
related to the valence bands [more consistent with Eq. (2) to
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FIG. 6. Slab structures and computation of the absolute valence energy levels of MHP at different levels of theory. (a) CsPbI3 slabs with
CsI and PbI2-terminations used for the computation of the absolute valence energy levels. (b) Comparison of the absolute valence energy level
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levels of BA2PbX4 (X = I, Br) with BAX-termination at DFT-1/2 and xs-DFT-1/2 corrections. BAX stands for butylammonium halide (X)
termination of the surface.

predict the ionization energies]. The additional 1
4 e− removed

from the halide s states within xs-DFT-1/2 tends to push down
the VBM states by opening the band gap but at the same
time deepens the absolute valence energy level impairing the
agreement with experiments. We believe that going beyond
the prediction of band gaps, the refined xs-DFT-1/2 for 2D
halide perovskites might present some caveats when used to
infer band alignments but more investigations especially on
the experimental level are needed to conclude.

E. Band alignment of a 2D/3D heterostructure

We further apply the DFT-1/2 method to compute the
band alignment in a sizable halide perovskite 2D/3D het-
erostructure. Here, we consider the 3D FA∗PbI3 interfaced
with BA2PbI4 2D perovskite as explained in Sec. II [Fig. 7(a)].
Figures 7(b) and 7(c) show the computed band offsets us-
ing PBE and DFT-1/2, respectively. We predict a Type-I
band alignment from both levels of theory. In particular, the
2D layer presents a barrier to holes collected from the 3D
region. Referring to our discussion on the assessment of DFT-
1/2 in predicting the ionization energies (vide supra), we
postulate that our computed valence band offsets from the
heterostructure would be more reliable than PBE and closer
to experiment. Unfortunately, for such an extended system,
implementation of G0W 0 calculations are computationally
prohibitive. Through this example, we highlight the compu-
tational efficiency of DFT-1/2 including spin-orbit coupling

effect, which is of similar computational cost as a standard
PBE calculation.

(a)

(b) (c)

3D 2D

0.10 eV

1.6 eV 2.0 eV

0.34 eV

3D 2D

PBE (no SOC)

0.01 eV

1.9 eV 2.1 eV

0.18 eV

3D 2D

DFT-1/2

FIG. 7. Application of DFT-1/2 to compute the band align-
ment of a sizable 2D/3D heterostructure. (a) Constructed 2D/3D
FA∗PbI3/BA2PbI4 heterostructure model. In the heterostruture, both
the 2D and 3D regions were terminated with BAI. (b) Computed
band alignment using PBE without SOC effect. (c) Computed band
alignment using DFT-1/2 including SOC effect.
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TABLE VII. Comparison of the computational performance of different levels of theory using the relaxed pseudocubic CsPbI3 bulk
structure. Note that for PBE and DFT-1/2 calculations, inclusion of more empty bands is not necessary and has no influence on the computed
eigenvalues.

Number of bands Number of cores Band gap (eV) Elapsed wall time (s) Total computing time (s)a

PBE (SIESTA) b 160 16 0.15 52.5 840
PBE (VASP) c 80 16 0.22 56.4 902.4
DFT-1/2 (SIESTA) 80 16 1.32 47.1 753.6
DFT-1/2 (VASP) 80 16 1.30 65.7 1051.2
HSE06(α=50%) 192 192 1.23 1274.6 2.4 × 105

COHSEX@PBEd 960 960 1.36 3728.5 3.6 × 106

G0W 0@PBE 960 960 1.02 9376.3 9.0 × 106

aWe use: Total computing time = number of cores × elapsed wall time.
bSIESTA : real space mesh cutoff = 300 Ry; k-point grid = 4 × 4 × 4 point; Basis set = DZP.
cVASP : kinetic energy cutoff = 400 eV; k-point grid = 4 × 4 × 4.
dThe computation of the dielectric matrix usually requires the use of a large number of empty states. Within VASP, the number of bands at
the dielectric matrix step needs to be the same as in the GW step for computing the screened exchange self-energy 
. Hence, our COHSEX
approximation also uses a large number of bands.

F. Computational efficiency of DFT-1/2

In this section, we briefly discuss on the computational
merits of DFT-1/2 as compared to more sophisticated levels
of theory. This includes the hybrid functional HSE06 and
the many-body perturbation theory within G0W 0 approxima-
tion. We consider the Coulomb-hole and screened-exchange
(COHSEX) approximation [131], which is the static limit
of the GW approximation and appears to be more computa-
tionally efficient. We use the relaxed CsPbI3 pseudocubic (a
= 6.297 Å) model structure to compare the computational
efficiency of the different levels of theory. Table VII sum-
marizes the performance of G0W 0@PBE, COHSEX@PBE,
HSE06(α=50%) and DFT-1/2 to compute the band gap of
the pseudocubic CsPbI3 structure. Because of the static ap-
proximation to the self-energy, COHSEX presents a better
computational efficiency as compared to the standard G0W 0
calculation with a computing time that is about 2.5 times
lower. However, DFT-1/2 is much more efficient as compared
to either type of GW approximation or HSE06. For instance,
DFT-1/2 presents a computational time that is orders of mag-
nitude lower than that of COHSEX implementation within
VASP. Besides, this COHSEX calculation requires much more
memory (309.3 Mbytes), which might present an additional
bottleneck for GW type of calculations as compared to DFT-
1/2 (55.7 Mbytes using VASP). Indeed, DFT-1/2 presents
a similar computational efficiency as for a standard PBE.
Noteworthy, DFT-1/2 computed band gaps reach a similar
accuracy as those obtained from GW calculations.

G. Conclusions

In summary, we present a generic inspection of the per-
formance of DFT-1/2 for computing the band gaps, effective
masses and band alignments of metal halide perovskites. We
propose a refinement of DFT-1/2 method within the xs-DFT-
1/2 approach that improves the prediction of band gaps and
effective masses of 2D MHP. DFT-1/2 approach is appealing
and brings orders of magnitudes improvement in the computa-
tional efficiency but at the same time produces band gaps that
are comparable to those obtained from more computationally
demanding state-of-the art HSE and GW levels of theory. The

inspection of the energy level alignment further shows the
capabilities of DFT-1/2 to study band alignments and predict
band offsets in heterojunctions.

When compared to ppTB-mBJ, DFT-1/2 computed band
gaps present a slightly larger mean absolute error as compared
to experimentally reported values. However, DFT-1/2 better
describe the band dispersions leading to improved effective
masses as compared to ppTB-mBJ.

Regarding xs-DFT-1/2, specifically designed for layered
perovskites, it improves the band gaps and effective masses
as compared to normal DFT-1/2. However, beyond the com-
putation of band gaps and effective masses, it tends to push
down the VBM states by opening the band gap but at the same
time deepens the predicted ionization energy values impairing
the agreement with experiments. Hence, xs-DFT-1/2 might
present some caveats in the context of computing band align-
ments but more investigations especially on the experimental
level are needed to conclude.

The amount of additional electrons to be removed beyond
1
2 e− of standard DFT-1/2 is more empirical and is somehow
determined through adjustments for a specific compound pre-
senting peculiar chemical environments. Once adjusted, the
method becomes predictive a posteriori when applied to other
compounds within the same family.

Altogether, DFT-1/2 is an efficient computational method
that can be useful in studying the electronic properties of large
structure compounds with a good degree accuracy. Moreover,
it can be interesting in large benchmark studies where com-
parison can be attained on sizable datasets.
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