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Gate-tunable quantum anomalous Hall effects in MnBi2Te4 thin films
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The quantum anomalous Hall (QAH) effect has recently been realized in thin films of intrinsic magnetic
topological insulators (IMTIs) like MnBi2Te4. Here we point out that the QAH gaps of these IMTIs can be
optimized and that both axion insulator/semimetal and Chern insulator/semimetal transitions can be driven by
electrical gate fields on the ∼10 meV/nm scale. This effect is described by combining a simplified coupled-
Dirac-cone model of multilayer thin films with Schrödinger-Poisson self-consistent-field equations.
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Introduction. Following its initial experimental realization
in magnetically doped topological insulators (MTIs) [1], the
quantum anomalous Hall (QAH) effect [2] has been widely
studied [3–7]. The QAH effect is of interest because of its
potential applications in quantum metrology [8–10] and spin-
tronics [11,12] and because of its potential role as a platform
for chiral topological superconductivity [13,14], Majorana
edge modes [15], and Majorana zero modes [16]. Because of
strong disorder, thought to be due mainly to random magnetic
dopants, the QAH effect appears only at extremely low tem-
peratures in MTIs. Overcoming this disorder effect has been
recognized as key to realizing the higher-temperature QAH
effects that would bring more applications within reach.

Topological materials with spatially ordered magnetic mo-
ments can be realized by forming heterojunctions between
ferromagnetic insulators and topological insulators [4,17–20]
or by growing intrinsic MnBi2X4 or MnSb2X4 magnetic topo-
logical insulators (IMTIs) and related superlattices [21–55],
where X = (Se,Te).

To date the anomalous Hall resistances measured [4,17–20]
in the heterojunction systems are still far from their ideal
quantized values, mainly due to weak exchange coupling
between the surface states of the topological insulator and mo-
ments in the ferromagnetic insulator. On the other hand, some
[37] (but not all [56]) experiments have measured reasonably
accurately quantized Hall resistances in five-septuple-layer
thin films of MnBi2Te4 (MBT) in the absence of magnetic
field at 40 a temperature exceeding 1 K and in the presence
of magnetic field of ∼5 T at other film thicknesses [35,37,44]
and higher temperatures.

Although the QAH temperature is larger in the IMTI case
than in the magnetic-dopant case, the anomalous Hall resis-
tances Rxy can deviate by as much as a factor of 3% from
exact quantization, and the longitudinal resistances Rxx are
still ∼0.01–0.02 h/e2. This compares with Hall resistivity de-
viations smaller than 1 ppm [9,10] at the lowest temperatures
in the magnetic-dopant case. In this paper, we theoretically
explore the possibility of optimizing the QAH in MBT by
applying electrical gate voltages to increase the QAH gap
and also address gate-tuned transitions between insulating

and semimetallic states and in the case of ferromagnetic spin
configurations between insulating states with different Chern
numbers.

Our analysis is based on the simplified coupled Dirac-cone
model [21] illustrated schematically in Figs. 1(a) and 1(b)
that captures most topological and electronic properties and
on a self-consistent-field Schödinger-Poisson approximation
for the interacting carriers. We show that gates can maxi-
mize the QAH gap either by compensating for unintentional
electric fields or, in the case of high-Chern-number ferromag-
netic (FM) insulators, by tuning the gate field to an optimal
nonzero value.

Gate-field phase diagram. The low-energy properties of
MBT thin films are accurately modeled [21,57] by a simple
Hamiltonian that includes only Dirac-cone surface states on
the top and bottom surfaces of each septuple layer [as illus-
trated in Fig. 1(a)] and hopping between Dirac cones:

H =
∑
k⊥,i j

{[
(−)i h̄vD (ẑ × σ ) · k⊥ + miσz + Vi

]
δi j

+ �i j (1 − δi j )
}
c†

k⊥ick⊥ j . (1)

Here the Dirac cone labeled i and j are, respectively, odd and
even on the top and bottom surfaces of each septuple layer, h̄
is the reduced Planck’s constant, vD is the Dirac-cone velocity,
and Vi is the self-consistent Hartree potential on surface i.
mi = ∑

α JiαMα , where α is a layer label and Mα = ±1 spec-
ifies the sense of magnetization on layer α. In this paper we
set the parameters as �S = 84 meV, �D = −127 meV, JS =
36 meV, and JD = 29 meV (S and D denote parameters from
the same and different layers, respectively) based on the fit to
MnBi2Te4 ab initio electronic structure calculations discussed
in detail in Ref. [21].

The Dirac-cone Hartree potentials Vi in Eq. (1) are calcu-
lated from a discrete Poisson equation in which positions zi are
assigned to Dirac-cone states ordered sequentially from top to
bottom. The position assignments are based on microscopic
charge-density-weighted average positions discussed in the
Supplemental Material [58]. The discrete Poisson equation
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FIG. 1. (a) Crystal structure of one septuple layer of MBT, which
consists of seven layers with one magnetic Mn ion in the center
and two Te-Bi-Te trilayers outside; two Dirac cones lie at the sur-
face. (b) Coupling between surface layer Dirac cones and the local
moments present in antiferromagnetic MBT thin films. The Dirac-
cone masses are produced by exchange coupling to the Mn local
moments (red and yellow arrows) and are opposite (identical) in
sign on opposite surfaces for even (odd) layer-number thin films.
(c) Phase diagram of antiferromagnetic thin films vs electric field and
the number of septuple layers N . Different colors represent different
phases. The red and blue dashed lines respectively plot the electric
fields E at which eEtN = Egs and eEtN/εzz = Egs (see text).

reads

ε̃Ei = ε̃Et +
i∑

j=1

δρi = ε̃Ei−1 + δρi,

(2)

Vi =
i∑

j=2

Ei(zi − zi−1) = Vi−1 + Ei(zi − zi−1).

Here Et = E0 is the electric field controlled by the top gate
above the top surface of the thin film, Ei is the electric field
between surfaces i and i + 1, ε̃ is intended to account for
gate field screening by degrees of freedom not included in
our model, and Vi and δρi are the Hartree potential and net
surface charge density at surface i. (We choose V1 = 0.) The
bulk perpendicular dielectric constant εzz of MBT has not
been measured, to our knowledge, but should be close to
εzz ∼ 3 measured in Bi2Te3 [59]. We obtain the bulk dielectric
constant of the Dirac-cone model from the imaginary part of
the conductivity using the general relationship

εzz = 1 + 4π i lim
ω→0

∂σzz(ω)

∂ω
, (3)

where σzz(ω) is the optical conductivity [58]. We find by
explicit calculation that the Dirac-cone model’s bulk dielec-
tric constant εzz ∼ 3.5 for the model parameters used here.
We have therefore concluded that most of the perpendicular
screening in MBT is captured by the Dirac-cone model and set
ε̃ = 1 in all the explicit calculations we describe. The surface
charge densities used in the Poisson equation are calculated
self-consistently from the electronic structure model using

ρi = −e
∫

dk
(2π )2

4N∑
n=1

∑
s=↑,↓

∣∣�σ
nk(zi)

∣∣2
f (Enk − μ), (4)

where e is electron charge, n is a quasi-two-dimensional
(quasi-2D) band label, f (Enk − μ) is the Fermi-Dirac dis-
tribution function, and μ is the chemical potential. The net
surface charge density δρi, which appears in the Poisson equa-
tion, is defined as the difference between ρi calculated from
Eq. (4) and the charge density ρ0

i calculated from the same
equation with the Fermi level in the gap and no gate field, i.e.,
δρi ≡ ρi − ρ0

i . This prescription is motivated by the linearity
of the Poisson equation and by the fact that the bare bands
have been fit to the electronic structure of neutral ungated
thin films.

For a thin film with N septuple layers, the model has 2N
Dirac cones located at the surfaces of each septuple layer
and 4N bands, 2N of which are occupied at neutrality and
temperature T = 0—the limit considered in this paper. The
electric field below the bottom layer of the thin film Eb = Et

at neutrality. The antiferromagnetic (AF) thin-film phase dia-
grams obtained from these self-consistent Hartree calculations
are summarized in Fig. 1(c), from which it follows that the
thin films become semimetals when the electric field exceeds
a critical value. This critical field decreases when the thick-
ness of the thin film increases and asymptotically approaches
Egsεzz/tN , where Egs ∼ 37 meV is the surface state energy
gap [21] and tN is the thickness of an N-septuple-layer film.
To test the reliability of the simplified electronic structure
model in accounting for gate-field response, we performed
corresponding density functional theory (DFT) calculations of
the electron structure of a MBT thin film with two to six sep-
tuple layers. The critical fields using the two approaches are
in qualitative agreement [58], although there are some quan-
titative differences between the Scrödinger-Poisson equation
and DFT solutions. We attribute these differences mainly
to inaccuracies in the estimates of thin-film gaps at zero-
electric field. The critical electric fields estimated from DFT
are, in principle, more accurate because they explicitly in-
clude screening by high-energy electronic degrees of freedom,
the exchange-correlation corrections, and the differences in
the exchange interactions with local moments in layers
closer to the surface. We do not consider these quantita-
tive discrepancies to be of great significance, partly because
both approaches are approximate—local-density approxima-
tions for exchange and correlations are suspect when bands
have a lot of topological character and in van der Waals
materials.

At small electric fields, the thin films exhibit an even-odd
effect; namely, thin films with an even number of septuple lay-
ers are axion insulators with strong magnetoelectric response
properties [25,60], whereas those with an odd layer number
(N > 3) are QAH insulators [21]. We regard N = 3 films as
normal two-dimensional insulators since they do not have the
strong magnetoelectric response present in even-N thin films
regarded as axion insulators. The even-odd effect is illustrated
schematically in Fig. 1(b), where it can be seen that the Dirac
cones at the top and bottom surfaces have opposite masses for
even layer-number thin films but have identical masses for odd
layer-number films [58].

Gate control of the QAH effect. In antiferromagnetic MBT
thin films QAH resistances are expected when the number
of septuples N is odd. Under these circumstances the film
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FIG. 2. (a) Gap vs gate electric field for N-septuple-layer charge-
neutral antiferromagnetic thin films. A negative sign is assigned to
the gaps when the Chern number is nonzero to facilitate identification
of topologically nontrivial states. The green (gray) shaded regions
contain the Chern (trivial/semimetal) insulator phase. (b) Gap vs
gate electric fields for five-septuple-layer thin films. Neutrality oc-
curs along the yellow dashed line. There are no data in the white
region due to the mapping from a numerical Et − μ grid to the
Et − Eb grid. (c)–(e) Self-consistent band structures of neutral five-
septuple-layer thin films. In (c) the bands are labeled as layer
symmetric (s) or antisymmetric (a) and by majority spin (↑ or ↓).
In (d) and (e) bands are labeled by majority surface (t for top or b for
bottom) and spin.

has residual magnetism due to uncompensated moments; DFT
calculations [34] predict that the QAH effect occurs for three
or more layers, and a robust QAH effect has been measured in
a high-quality five-layer MBT thin film [37].

In Fig. 2(a) we plot the gaps of several MBT thin films vs
gate electric field. For even N all insulators are trivial, and
gaps decrease with the gate fields. With the parameters we
have chosen, the N = 3 thin film is trivial, but an increase
of the magnetic exchange coupling parameters by as little as
several meV would drive the system from a trivial insulator
state to a Chern insulator state. If the ideal ungated three-
septuple-layer antiferromagnetic MBT thin film is indeed a
trivial insulator, our calculations show that a gate field would
not be able to drive the system into a Chern insulator state
since the condition to be a Chern insulator is m >

√
�2 + V 2

[58] in the presence of electric field. Here m, �, and V are
the parameters of the mass, hybridization of top and bottom
surface states, and Hartree potential induced by the electric
field in the toy model illustrated in the Supplemental Material.
On the other hand, a small electric field due to asymmetric
unintended doping would close the gap of the Chern insulator
state [58,61], even if it were stable in the ideal case. In contrast
odd-N films with N � 5 all have robust QAH effects in the
absence of a gate field, as shown in Fig. 2(a), where we see
that gate fields always act to reduce thin-film gaps. The ideal
QAHE gap cannot be enhanced by gate fields, but dual gating
will still be valuable in practice since real samples normally
have unintended electric fields for which the gate fields can

compensate. This behavior can be understood qualitatively as
a consequence of an energetic shift of the magnetically gapped
states on one surface relative to those on the other surface so
that the conduction band states of the low-potential-energy
surface fall below the top of the valence band on the high-
potential-energy surface. The gaps tend to survive to larger
gate electric fields for even N than for odd N because the
approaching valence and conduction band extrema states have
the same dominant spin in the former case, strengthening
level repulsion effects. In the limit of thick films the critical
electric field E required to close the gap approaches the value
Egsεzz/etN , where Egs ∼ 37 meV is the energy gap of isolated
surface states.

The energy gap in the quasi-2D band structure of the N = 5
thin film is plotted vs top and bottom gate fields in Fig. 2 (b),
where the yellow dashed line marks the neutrality line. We
see here that as the carrier densities of the films increase, the
overall gap is controlled more and more by the independent
screening of external electric fields by carriers near either
surface. When carriers are present, the screened electric field
drops toward near the middle of thick films, and larger electric
fields are generally required to close the gap. Of course, when
the Fermi level does not lie in the gap and away from the
neutrality line, the resulting states are magnetically ordered
two-dimensional Fermi liquids with large momentum space
Berry curvatures [62], not Chern insulators. Because these
itinerant electron ferromagnets are strongly gate tunable, they
are potentially interesting for spintronics.

The band structure evolution with the gate field for N = 5
neutral antiferromagnets is illustrated in Figs. 2(c)–2(e). In
these plots we have labeled the subbands based on the projec-
tion of their wave functions to individual spins and to Dirac
cones associated with particular septuple layers. For N = 5
antiferromagnets, the Hamiltonian in the absence of a gate
field [Fig. 2(c)] possesses a z → −z mirror symmetry which
leads to band eigenstates that are either symmetric (s) or an-
tisymmetric (a) under this symmetry operation. At finite gate
fields, the four subbands around the Fermi level reside mainly
on the top or bottom surfaces (t for top and b for bottom)
of the thin film, and they are strongly spin polarized (↑ or
↓) [58]. Either t ↑ and b ↓ or t ↓ and b ↑ subbands lie close
to the Fermi level depending on the direction of the electric
field and the spin configuration. Figure 2(d) shows the bands
near the critical value at which band touching first occurs,
near 18 meV/nm for εzz ∼ 3.5. At larger fields [Fig. 2(e)],
the b ↓ and t ↑ subbands are inverted. The inversion changes
the polarizations of the subband just below Fermi level and
drives the thin film from a state with Chern number C = 1 to
a semimetal state with C = 0. In the semimetal state beyond
the critical electric field, a small gap reopens in our simplified
electron-structure model due to weak-coupling between the
top and bottom surfaces. These small gaps are not expected to
survive in more realistic models because of their anisotropic
band dispersion. When the critical electric field is exceeded,
conduction band states on one surface of the film overlap
in energy with valence band states localized mainly on the
opposite surface. Avoided crossing between these two sets of
bands is responsible for the small gaps that open in our model
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FIG. 3. (a) Gaps vs gate electric fields for ferromagnetic thin
films from 7 to 10 septuple layers. For the N = 7 thin film no gap
closing occurs below 30 meV/nm, whereas for the N = 8 thin film,
the QAH gap closes at E ∼ 17 meV/nm, For N = 9 and 10 thin
films, the QAH gap closes at E ∼ 25 meV/nm. (b) QAH gaps vs
thickness for several electric fields from E = 0 to E = 20 meV/nm.
(c) Chern numbers vs electric field for several film thicknesses from
N = 7 to N = 10. (d) and (e) Band structure of N = 9 ferromagnetic
thin film in different electric fields.

calculations. The trigonal anisotropy of realistic bands means
that the avoided crossings will occur at different energies for
different directions, disallowing overall gaps.

High-Chern-number QAH systems. Because their antifer-
romagnetic interlayer exchange interactions are exceptionally
weak, the Mn local moment spins in MBT are aligned by
external magnetic fields larger than ∼5 T [35,37,44]. Since
bulk ferromagnetic MBT is a Weyl semimetal, in the thick-
film limit, the Chern number per layer of a ferromagnetic
MBT film approaches the dimensionless Hall conductivity per
layer of the bulk semimetal (∼0.2), with finite-size energy
gaps that tend to get smaller as the films get thicker. The
Chern number of ferromagnetic MBT thin films with N > 8
is larger than 1 [21,44] in the absence of a gate field. In
Fig. 3(a) we show the gaps vs gate electric fields for FM
thin films with N from 7 to 10, crossing the thickness at
which the Chern number jumps from 1 to 2 at zero elec-
tric field. Overall, the gaps tend to decrease with the gate
field as in the antiferromagnetic case. An exception occurs
for the N = 9 and N = 10 films, for which the gaps ini-
tially increase as the system moves further from the C = 2
to C = 1 boundary with the gate field. In Fig. 3(b), where we
assign a positive sign to the gap of odd-Chern-number (C = 1)
states and a negative sign for even-Chern-number (C = 0 or
2) states, we illustrate the thickness dependence for a series
of gate fields. Gate electric fields can induce transitions be-
tween insulators with different Chern numbers, as illustrated
in Fig. 3(c).

The green and magenta curves for N = 9 and N = 10 in
Fig. 3(a) show that the maximum QAH gaps are reached at
around 10–15 meV/nm. At around 25 meV/nm, a topological
phase transition occurs at which the Chern numbers change

from 2 to 1 and further change to zero as the electric fields
increase [shown as in Fig. 3(c)]. These transitions are illus-
trated further in Figs. 3(d) and 3(e), where we show the band
structures of FM thin films with N = 9 in Figs. 3(d) and 3(e),
with zero electric field [red dashed curve in Fig. 3(d)], with
electric field E = 15 meV/nm [blue curve in Fig. 3(d)], and
with electric field E = 25 meV/nm [in Fig. 3(e)]. Unlike the
band structures of the AF thin film with N = 5 in Fig. 2,
the bands closest to the Fermi level are not located primarily
in the t ↑ and b ↓ septuple layers and are instead spread
across the thin film. As the electric field increases, the t ↑
subband is pushed down, and the b ↓ subbands are pulled up.
Before these two subbands touch at E ∼ 25 meV/nm [shown
in Fig. 3(e)], hybridization between the electron and hole sub-
bands spread across the entire thin film [58] increases and thus
increases the QAH gap. When the t ↑ and b ↓ subbands touch
at E ∼ 25 meV/nm, a topological phase transition occurs at
which the Chern number changes from 2 to 1. Similar band
inversions occur for the other two subbands (not shown) and
eventually change the Chern number from 1 to 0.

Discussion. In summary, we have studied gate tuning
effects in MBT thin films using self-consistent Schrödinger-
Poisson equations, demonstrating that gates can optimize the
QAH gap either by compensating for unintentional electric
fields or, in the case of high-Chern-number ferromagnetic
insulators, by tuning the gate field to an optimal nonzero
value. Our theory provides an explanation for the absence
of the QAH effect in AF thin films with three septuple
layers and sheds light on strategies to optimize the QAH
effect in both antiferromagnetic and ferromagnetic MBT thin
films using gates. The gate electric fields that induce large
changes are on the scale of 10 meV/nm, which is easily
realized experimentally. Although many of the film geome-
tries we have studied are also addressable with microscopic
DFT, it requires considerably more computational resources
than the coupled-Dirac-cone model as the film thicknesses
increases [58].

In this paper, we have focused on neutral MBT thin films;
however, gate tuning is phenomenologically richer in the
case of electrostatic doping, where the ground states are
expected to be extremely tunable, magnetically ordered two-
dimensional metals. The Hall effect will remain quantized in
doped samples, provided that the added charges are localized.
Since magnetization textures are charged in Chern insulators,
we anticipate the possibility of engineering skyrmion lattice
ground states [63–66] at finite doping. Separately, strong gate
fields can be used to engineer strong spin-orbit coupling
[67,68] in Fermi liquid states and to control the interplay
between the itinerant electron and Mn local moment contri-
butions to the magnetization.
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K. Park, A. B. Georgescu, J. Cano, L. Krusin-Elbaum, Nat.
Phys. 17, 36 (2021).

[39] Y. Gong, J. Guo, J. Li, K. Zhu, M. Liao, X. Liu, Q. Zhang, L.
Gu, L. Tang, X. Feng et al., Chin. Phys. Lett. 36, 076801 (2019).

[40] S. Zhang, R. Wang, X. Wang, B. Wei, B. Chen, H. Wang, G.
Shi, F. Wang, B. Jia, Y. Ouyang, F. Xie, F. Fei, M. Zhang, X.
Wang, D. Wu, X. Wan, F. Song, H. Zhang, and B. Wang, Nano
Lett. 20, 709 (2019).

[41] H. Li, S.-Y. Gao, S.-F. Duan, Y.-F. Xu, K.-J. Zhu, S.-J. Tian,
J.-C. Gao, W.-H. Fan, Z.-C. Rao, J.-R. Huang et al., Phys. Rev.
X 9, 041039 (2019).

[42] Y.-J. Hao, P. Liu, Y. Feng, X.-M. Ma, E. F. Schwier, M. Arita,
S. Kumar, C. Hu, R. Lu, M. Zeng, Y. Wang, Z. Hao, H.-Y. Sun,
K. Zhang, J. Mei, N. Ni, L. Wu, K. Shimada, C. Chen, Q. Liu,
and C. Liu, Phys. Rev. X 9, 041038 (2019).

L051201-5

https://doi.org/10.1126/science.1234414
https://doi.org/10.1103/PhysRevLett.61.2015
https://doi.org/10.1146/annurev-conmatphys-031115-011417
https://doi.org/10.1038/s42254-018-0011-5
https://doi.org/10.1103/PhysRevLett.114.187201
https://doi.org/10.1103/PhysRevLett.113.137201
https://doi.org/10.1038/ncomms9474
https://doi.org/10.1063/1.5145172
https://doi.org/10.1063/1.5009718
https://doi.org/10.1103/PhysRevB.98.075145
https://doi.org/10.1103/PhysRevLett.113.136403
https://doi.org/10.1103/PhysRevLett.115.057206
https://doi.org/10.1103/PhysRevLett.100.096407
https://doi.org/10.1103/PhysRevB.92.064520
https://doi.org/10.1126/science.aag2792
https://doi.org/10.1103/PhysRevB.97.081102
https://doi.org/10.1103/PhysRevLett.110.186807
https://doi.org/10.1038/ncomms12014
https://doi.org/10.1038/nature17635
https://doi.org/10.1021/nl500973k
https://doi.org/10.1073/pnas.2014004117
https://doi.org/10.1088/2053-1583/aa6bec
https://doi.org/10.1016/j.jallcom.2017.03.121
https://doi.org/10.1038/s41586-019-1840-9
https://doi.org/10.1103/PhysRevLett.122.206401
https://doi.org/10.1126/sciadv.aaw5685
https://doi.org/10.1038/s41524-019-0168-1
https://doi.org/10.1039/c3ce40643a
https://doi.org/10.1038/s41586-019-1826-7
https://doi.org/10.1021/acs.chemmater.8b05017
https://doi.org/10.1103/PhysRevMaterials.3.064202
https://doi.org/10.1103/PhysRevResearch.1.012011
https://doi.org/10.1103/PhysRevLett.124.167204
https://doi.org/10.1103/PhysRevLett.122.107202
https://doi.org/10.1038/s41563-019-0573-3
https://doi.org/10.1103/PhysRevMaterials.3.094201
https://doi.org/10.1126/science.aax8156
https://doi.org/10.1038/s41567-020-0998-2
https://doi.org/10.1088/0256-307X/36/7/076801
https://doi.org/10.1021/acs.nanolett.9b04555
https://doi.org/10.1103/PhysRevX.9.041039
https://doi.org/10.1103/PhysRevX.9.041038


CHAO LEI AND A. H. MACDONALD PHYSICAL REVIEW MATERIALS 5, L051201 (2021)

[43] Y. J. Chen, L. X. Xu, J. H. Li, Y. W. Li, H. Y. Wang, C. F. Zhang,
H. Li, Y. Wu, A. J. Liang, C. Chen, S. W. Jung, C. Cacho, Y. H.
Mao, S. Liu, M. X. Wang, Y. F. Guo, Y. Xu, Z. K. Liu, L. X.
Yang, and Y. L. Chen, Phys. Rev. X 9, 041040 (2019).

[44] J. Ge, Y. Liu, J. Li, H. Li, T. Luo, Y. Wu, Y. Xu, and J. Wang,
Natl. Sci. Rev. 7, 1280 (2020).

[45] C. Hu, K. N. Gordon, P. Liu, J. Liu, X. Zhou, P. Hao, D.
Narayan, E. Emmanouilidou, H. Sun, Y. Liu, H. Brawer, A. P.
Ramirez, H. Cao, Q. Liu, D. Dessau, and N. Ni, Nat. Commun.
11, 97 (2020).

[46] L. Ding, C. Hu, F. Ye, E. Feng, N. Ni, and H. Cao, Phys. Rev. B
101, 020412(R) (2020).

[47] P. Swatek, Y. Wu, L.-L. Wang, K. Lee, B. Schrunk, J. Yan, and
A. Kaminski, Phys. Rev. B 101, 161109(R) (2020).

[48] S. V. Eremeev, M. M. Otrokov, and E. V. Chulkov, Nano Lett.
18, 6521 (2018).

[49] J. Wu, F. Liu, M. Sasase, K. Ienaga, Y. Obata, R. Yukawa, K.
Horiba, H. Kumigashira, S. Okuma, T. Inoshita, and H. Hosono,
Sci. Adv. 5, eaax9989 (2019).

[50] R. C. Vidal, A. Zeugner, J. I. Facio, R. Ray, M. H. Haghighi, A.
U.B. Wolter, L. T. Corredor Bohorquez, F. Caglieris, S. Moser,
T. Figgemeier et al., Phys. Rev. X 9, 041065 (2019).

[51] I. I. Klimovskikh, M. M. Otrokov, D. Estyunin, S. V. Eremeev,
S. O. Filnov, A. Koroleva, E. Shevchenko, V. Voroshnin,
A. G. Rybkin, I. P. Rusinov et al., npj Quantum Mater. 5, 1
(2020).

[52] H. Sun, B. Xia, Z. Chen, Y. Zhang, P. Liu, Q. Yao, H. Tang,
Y. Zhao, H. Xu, and Q. Liu, Phys. Rev. Lett. 123, 096401
(2019).

[53] M. Gu, J. Li, H. Sun, Y. Zhao, C. Liu, J. Liu, and Q. Liu,
arXiv:2005.13943.

[54] S. Wimmer, J. Sánchez-Barriga, P. Küppers, A. Ney, E.
Schierle, F. Freyse, O. Caha, J. Michalicka, M. Liebmann, D.
Primetzhofer et al., arXiv:2011.07052.

[55] I. Belopolski, S.-Y. Xu, N. Koirala, C. Liu, G. Bian, V. N.
Strocov, G. Chang, M. Neupane, N. Alidoust, D. Sanchez
et al., Sci. Adv. 3, e1501692 (2017).

[56] D. Ovchinnikov, X. Huang, Z. Lin, Z. Fei, J. Cai, T. Song, M.
He, Q. Jiang, C. Wang, H. Li, Y. Wang, Y. Wu, D. Xiao, J.-H.
Chu, J. Yan, C.-Z. Chang, Y.-T. Cui, and X. Xu, Nano Lett. 21,
2544 (2021).

[57] A. A. Burkov and L. Balents, Phys. Rev. Lett. 107, 127205
(2011).

[58] See Supplemental Material at http://link.aps.org/supplemental/
10.1103/PhysRevMaterials.5.L051201 for more information
about the details of DFT calculations, microscopic charge-
density-weighted average positions, trilayer MBT thin films,
charge and wavefunction distribution, toy model for antiferro-
magnetic thin films and bandstructures from DFT calculations.

[59] J. Dheepa, R. Sathyamoorthy, A. Subbarayan, S. Velumani, P.
Sebastian, and R. Perez, Sol. Energy Mater. Sol. Cells 88, 187
(2005).

[60] T. Zhu, H. Wang, H. Zhang, and D. Xing, arXiv:2010.05424.
[61] H. Fu, C.-X. Liu, and B. Yan, Sci. Adv. 6, eaaz0948 (2020).
[62] D. Xiao, M.-C. Chang, and Q. Niu, Rev. Mod. Phys. 82, 1959

(2010).
[63] D.-H. Lee and C. L. Kane, Phys. Rev. Lett. 64, 1313 (1990).
[64] S. L. Sondhi, A. Karlhede, S. A. Kivelson, and E. H. Rezayi,

Phys. Rev. B 47, 16419 (1993).
[65] K. Moon, H. Mori, K. Yang, S. M. Girvin, A. H. MacDonald,

L. Zheng, D. Yoshioka, and S.-C. Zhang, Phys. Rev. B 51, 5138
(1995).

[66] H. A. Fertig, L. Brey, R. Côté, and A. H. MacDonald, Phys.
Rev. B 50, 11018 (1994).

[67] J.-Y. You, X.-J. Dong, B. Gu, and G. Su, Phys. Rev. B 103,
104403 (2021).

[68] S. Du, P. Tang, J. Li, Z. Lin, Y. Xu, W. Duan, and A. Rubio,
Phys. Rev. Research 2, 022025(R) (2020).

L051201-6

https://doi.org/10.1103/PhysRevX.9.041040
https://doi.org/10.1093/nsr/nwaa089
https://doi.org/10.1038/s41467-019-13814-x
https://doi.org/10.1103/PhysRevB.101.020412
https://doi.org/10.1103/PhysRevB.101.161109
https://doi.org/10.1021/acs.nanolett.8b03057
https://doi.org/10.1126/sciadv.aax9989
https://doi.org/10.1103/PhysRevX.9.041065
https://doi.org/10.1038/s41535-020-00255-9
https://doi.org/10.1103/PhysRevLett.123.096401
http://arxiv.org/abs/arXiv:2005.13943
http://arxiv.org/abs/arXiv:2011.07052
https://doi.org/10.1126/sciadv.1501692
https://doi.org/10.1021/acs.nanolett.0c05117
https://doi.org/10.1103/PhysRevLett.107.127205
http://link.aps.org/supplemental/10.1103/PhysRevMaterials.5.L051201
https://doi.org/10.1016/j.solmat.2004.02.052
http://arxiv.org/abs/arXiv:2010.05424
https://doi.org/10.1126/sciadv.aaz0948
https://doi.org/10.1103/RevModPhys.82.1959
https://doi.org/10.1103/PhysRevLett.64.1313
https://doi.org/10.1103/PhysRevB.47.16419
https://doi.org/10.1103/PhysRevB.51.5138
https://doi.org/10.1103/PhysRevB.50.11018
https://doi.org/10.1103/PhysRevB.103.104403
https://doi.org/10.1103/PhysRevResearch.2.022025

