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Computational discovery of two-dimensional copper chalcogenides CuX (X = S, Se, Te)
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We investigate the energy landscape of 2D CuS, CuSe, and CuTe compounds using a global evolutionary
algorithm in combination with density functional theory. Four low-lying energy Cu2X2 (X=S, Se, Te) slabs with
P3̄m1, P4/mmm, P4/nmm, and Pmmn symmetries have been identified on their respective potential energy
surfaces. Three structures present tetrahedral CuX 4 motifs which pave the 2D slabs, while the latter is based on
shared Cu4X2 octahedra. The viability of each phase was examined by looking at dynamical, thermodynamic,
and thermal stability criteria. We find that 2D copper monosulfide crystallizes in the P3̄m1 phase, reminiscent
of the covalent slab found in the CaAl2Si2 prototype. Two polymorphs of 2D copper selenide with symmetries
P3̄m1 and P4/mmm are close in energy. The latter Cu2Se2 slab is made of fused Cu4Se2 square bipyramids
with electronegative Se atoms in apical positions. Finally, the ground-state 2D CuTe has a Pmmn space group
containing distorted CuTe4 tetrahedra with some Te–Te bonding. The electronic and bond analyses show that all
of these predicted 2D CuX phases are metallic with ionocovalent bonds.
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I. INTRODUCTION

Two-dimensional (2D) materials present a class of mate-
rials with physics which have attracted significant interest in
recent years, particularly since the discovery of graphene as a
room-temperature 2D material [1]. Such 2D materials exhibit
a wide range of extraordinary optical, mechanical, and elec-
tronic properties which are markedly different from their bulk
counterparts. Owing to such properties, they have attracted the
interest of many experimental and theoretical researchers to
keep searching for novel 2D materials and understand their
specific physical and chemical properties. While the focus of
most of the initial research has been concentrated on 2D semi-
conductors [2], growing interest has been shown to metal-
lic 2D materials, especially transition-metal monochalco-
genides MX (M = transition metals like Cu, Fe, Pb, etc.;
X=S, Se, Te) [3–5].

Binary copper chalcogenides CuX (X = S, Se, and Te) are
potential materials with applications in photothermal therapy
[6], batteries [7–9], and room-temperature sensors [10]. Cop-
per sulfide nanocrystals have received special attention due
to their unique optoelectronic properties [11]. Among them,
CuS, known as covellite, is one of the most studied copper
sulfides due to its large ion diffusion and adsorption band
gap. It is, therefore, a good candidate for technological ap-
plications such as ammonia gas sensors [10], anticancer drugs
[12], catalysts [9,13], glucose biosensors [14], and electrode
materials for rechargeable Li-ion [11,15] or Mg-based [16]
batteries. The copper-selenide system presents many phases
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with potential applications for photothermal therapy [6], ther-
moelectric materials [17], or electrodes for supercapacitors
[18]. Finally, the copper-telluride system is viewed as the
most complex copper chalcogenide, owing to its several non-
identical polymorphs for different Cu:Te ratios [19–21]. Its
large thermoelectric power has attracted the interest of many
researchers [22,23]. It can also be viewed as a quasi-one-
dimensional charge density wave system [24], which is an
intriguing fundamental phenomenon [25].

In addition to the studies briefly introduced above on bulk
CuX materials, their low-dimensional structures have also
drawn a lot of attention. In 2012, a single-crystal nanosheet
of CuS with a thickness of 3.2 nm was fabricated [11] and
used for rechargeable magnesium batteries [16]. Recently, a
computational work based on density functional theory (DFT)
calculations has demonstrated that monolayer graphenelike
structure CuS was unstable and the three-layered CuS (3L
CuS) with a thickness of 0.773 nm was predicted to be intrin-
sically stable [26]. In addition, a CuS structure with flowerlike
microspheres was synthesized [27]. It was shown that its loose
shell was constructed from a graphenelike CuS nanosheet.
To our knowledge, the 3L CuS is therefore proposed to be
the thinnest stable freestanding CuS nanosheet with covellite
stoichiometry. The structural, optical, and electronic proper-
ties of thin films of CuSe were also investigated [28]. The
fabrication of a monolayer of CuSe grown on a Cu substrate
was reported in 2017 [29]. It presents periodic patterns of
triangular nanopores with uniform size and was reported as
a honeycomb lattice of CuSe layers. A similar 1D moiré
pattern of planar CuSe monolayers was then synthesized [30].
Then, it was shown that there is a strong electrical anisotropy
and current-voltage curves along the zigzag and armchair
directions of this graphenelike structure [31]. Thin films of
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copper telluride have been experimentally synthesized by
many groups [32,33] and are used as a back contact for CdTe-
based solar cells [34]. The latter structure was characterized
by x-ray diffraction (XRD) as a polycrystalline structure, with
preferred (101), (112), and (020) orientations [33].

Despite experimental breakthroughs in copper chalco-
genide chemistry, the discovery of novel 2D materials is
usually time-consuming and expensive. In this respect, crystal
structure prediction (CSP) searches emerge as an efficient
approach to accelerate the discovery and design of 2D mate-
rials [35,36]. To extend the 2D CuX-based structure family,
we performed extensive structural searches of 2D CuX by
employing an evolutionary algorithm (EA) in combination
with DFT calculations.

In this paper, we report the discovery of six phases of
2D CuX materials (X=S, Se, Te) from only the knowledge
of their chemical composition. These phases are named 2D
CuS-P4/mmm, CuS-P4/nmm, CuS-Pmmn, CuSe-P4/mmm,
CuSe-Pmmn, and CuTe-P4/nmm. We investigated their vi-
ability [37] by the DFT study of their thermodynamic,
dynamical, and thermal stabilities of 12 2D CuX structures
within P3̄m1, P4/nmm, P4/mmm, and Pmmn space groups
as well as their bonding and electronic properties.

The present paper is organized as follows. Section II pro-
vides information on the employed computational tools and
the methods such as the configurational search approach, DFT
calculations, and the main criteria for establishing the stability
of the proposed 2D structures. The 2D EA crystal structure
search results are discussed in Sec. III A. The energetic and
thermal stabilities of the four selected 2D CuX phases are
discussed in Sec. III B. The chemical bonding and electronic
properties are described in Sec. III C. Our conclusion and final
remarks are provided in the last section.

II. METHODS AND COMPUTATIONAL DETAILS

A. Crystal structure prediction searches

Configurational exploration methods based on computa-
tion enable prescreening for 2D materials by rapidly and
accurately identifying 2D material candidates. In this paper,
we first examined the energy landscape of each 2D CuX
(X=S, Se, Te) compound by a series of searches using a
fixed-composition EA as implemented in the UNIVERSAL

STRUCTURE PREDICTOR: EVOLUTIONARY XTALLOGRAPHY

(USPEX) software [38–40]. We used an EA specifically de-
signed in the USPEX code for 2D CSP. During the CSP
search, the geometry optimization and total energy calcula-
tions of a 2D crystalline structure are carried out using DFT as
implemented in the VIENNA AB INITIO SIMULATION PACKAGE

(VASP version 5.4.4) [41,42]. The first-principles method-
ology is described in the next section (Sec. II B). Primitive
cells containing up to eight atoms are considered. In the first
iteration of USPEX (i.e., the first EA generation), we chose
a large number of 80 structures to be generated randomly. All
subsequent generations contain at least 60 structures produced
from the previous generation, using evolutionary variation
operators defined in Refs. [38–40]. A ratio of 50%, 30%,
and 20% is chosen for the generation of these 60 structures
using heredity, random planar symmetry, and transmutation

(of Cu and X atoms), respectively. In 3D space, layers of
2D materials are separated by a vacuum thickness of 15 Å
to avoid interlayer interactions. In USPEX calculations, five
successive steps of increasing accuracy are employed to im-
prove the geometry convergence. The ab initio methodology
corresponding to the latest step is described in Sec. II B. Then,
all 2D CuX structures within 200 meV/atom of the convex
hull (formed by the structure with the most favorable total en-
ergy) are considered as possible thermodynamic (meta)stable
phases. The geometrical and electronic properties of them are
investigated in the following.

B. DFT methodology

The first-principles calculations were performed using a
projected-augmented-wave (PAW) [43] method as imple-
mented in the VASP package. The Perdew-Burke-Ernzerhof
(PBE) [44] exchange-correlation functional was used within
the generalized gradient approximation (GGA) [45]. A cutoff
energy of 520 eV was used for all the systems. All the 2D
structures were optimized until the net forces on the atoms
were below 1 meV/Å and the total stress tensor deviated by
� 0.01 GPa, resulting in enthalpies that converged to less than
1 meV/atom (lower than a chemical accuracy of 1 kcal/mol,
i.e., 0.04 eV/atom). The Brillouin zone was sampled us-
ing a �-centered, uniform k-point grid with a resolution of
2π × 0.04 Å−1 for all selected structures. All EA searches are
done at the PBE level of theory: the enthalpy at zero Kelvin is
computed at the same PBE-level methodology that was used
to optimize the crystal structure. For the energetic aspect, the
strongly constrained and appropriately normed (SCAN) meta-
GGA functional [46] is also used. Finally, to determine the
electronic properties, the Heyd-Scuseria-Ernzerhof (HSE06)
functional [47] was used on the PBE-level optimized structure
and referred to as HSE06//PBE. Because d splitting is sensi-
tive to the quantum mechanical methodologies, the electronic
structures of all predicted 2D CuX were also obtained by using
the Hubbard model, i.e., PBE+U [48,49] and employing U =
4 eV. Furthermore, the magnetism was checked to determine
the preferred magnetic ground for our 2D CuX, as presented
in Table S2 of the Supplemental Material (SM) [50]. All 2D
CuX phases are nonmagnetic, therefore, spin polarization was
not taken into account in this paper.

C. Criteria of stability

In performing a CSP search for novel materials, an essen-
tial aspect is to judge the stability of the predicted phases. For
this purpose, three main criteria have been used in our paper
to examine the dynamical, thermodynamical, and thermal sta-
bility of our 2D CuX candidates.

We assert the structure as dynamically stable by the ab-
sence of imaginary frequencies in the phonon dispersion
diagram. The structure then corresponds to a local enthalpy
minimum, i.e., a stable or metastable crystalline solid. Real-
space force constants were calculated using the density
functional perturbation theory [51] as implemented in the
VASP package, which relies on finite displacements. The
calculations were done on supercells of the PBE-optimized
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structure candidates and phonon frequencies were calculated
from the force constants using the PHONOPY [52] code.

The thermodynamic stability of a 2D CuX structure was
examined by calculating its enthalpy of formation and cohe-
sive energy. The former was given at zero Kelvin as �Hf =
HCu X–(HCu + HX ). The enthalpy H was obtained by H = Ee

+ PV, with Ee, P, and V, the total electronic energy, external
pressure, and structure cell volume, respectively. The bulk of
Cu (Fm3̄m), S (P21/c), Se (P21/c), and Te (P3121) were
taken as references for the calculation of HCu, HS, HSe, and
HTe, respectively.

The effect of the zero point energy (ZPE) on the stability of
bulk and 2D CuX compounds was also studied. Its inclusion
only slightly modified the enthalpies of formation and the
cohesive energies. Therefore, the energies presented in this
paper are not ZPE corrected.

Besides the dynamical stability criterion, we investigated
the thermal stability of each proposed CuX structure at differ-
ent temperatures by performing ab initio molecular dynamic
(AIMD) simulations. The chosen 2D supercells are of 2 × 2 ×
1 or 3 × 3 × 1 sizes, with number of atoms up to 128. These
AIMD calculations were carried out in canonical ensemble
with a fixed number of atoms (N), system’s volume (V), and
temperature (T) by employing the Nose-Hoover thermostat.
The initial temperature was set at 1000 K, then if the 2D
CuX structure decomposes, a second AIMD simulation was
performed at 800 K, and so on at 600, 400 K, and finally at
300 K. The AIMD simulation time is 10 ps in total with a
time step of 2 fs. The VASP software using the previously
described PBE functional within GGA was used, while the
Brillouin zone integration was reduced to the � point of the
supercells, owing to the high computational cost of the AIMD
simulations.

D. Bonding and electronic properties analysis

To perform chemical bonding analysis, we obtained band
structures, total and projected density of states (DOS), and
electron localization function (ELF) from the optimized PBE
geometries obtained by VASP. Additionally, the crystal over-
lap Hamilton population was calculated using the LOBSTER
[53] package. The bond orders (BOs) were computed by
the CHARGEMOL program [54] using Manz’s BO equation
[55] with density derived electrostatic and chemical (DDEC6)
partitioning [54,56]. The charge analyses were performed by
employing the Bader charge analysis program of Henkelman
et al. [57]. Finally, the GDIS visualization software [58] which
interfaced the USPEX and VASP codes was employed. In this
paper, images of the structures are produced using VESTA
[59] software.

III. RESULTS AND DISCUSSION

A. In silico prediction of copper chalcogenides phases

We performed extensive CSP searches of 2D CuX (X=S,
Se, Te) as explained in Sec. II A. For each copper chalco-
genide system, more than 800 structures were generated per
USPEX run. These structures define a potential energy surface
(PES) on which we select all low-lying energetic 2D CuX
structures within a 200 meV/atom energy window (see Fig.

FIG. 1. Views of the four single Cu2X2 sheets of 2D CuX phases,
(a) P3̄m1, (b) P4/mmm, (c) P4/nmm, and (d) Pmmn. Their copper-
chalcogen coordination polyhedra are enlightened. Cu and X (X= S,
Se, Te) atoms are shown in blue and yellow, respectively.

S1 of the SM [50] which illustrates some of these geome-
tries). Following this criterion and phonon calculations, four
stationary points are localized on the PES that correspond
to hexagonal P3̄m1, square P4/mmm, and P4/nmm, and
orthorhombic (centered rectangular) Pmmn Bravais lattices.
Their 2D crystal structures are displayed in Fig. 1 and their
bonding is discussed in Sec. III C. In the following, we discuss
general structural aspects of these four geometries.

The hexagonal P3̄m1 slab presents the structural arrange-
ment found in the anionic sublattice of the CaAl2Si2 structure
type while the square P4/nmm structure is isostructural to the
Cr2Si2 layers found in ThCr2Si2 structure type. In both P3̄m1
and P4/nmm structures, the Cu atom resides at the center
of an X4 tetrahedron, and these tetrahedra pack differently to
form the aforementioned types of 2D crystals. In P3̄m1, each
tetrahedron shares three of its six edges, while in P4/nmm it
shares four edges.

The third structure of 2D CuX, P4/mmm, also has a square
lattice. P4/mmm and P4/nmm slabs have both square cop-
per and chalcogen lattices. These compounds differ from the
packing of their two chalcogen monolayers, i.e., an AA pack-
ing is observed in P4/mmm with Cu4X2 square bipyramidal
units sharing four Cu–Cu edges while an AB packing is
present in P4/nmm.

Finally, the fourth and last crystal structure type of 2D CuX
has a centered rectangular lattice with a Pmmn space group.
The Cu2X2 slab may be viewed as a compressed P4/nmm
structure along one lattice direction, leading to Cu4 rhombi
with square tilings. Here, a X4 square net transforms into a X4

rectangular network from P4/nmm to Pmmn 2D structures,
and the copper lattice is slightly corrugated in Pmmn phase.

All P3̄m1, P4/nmm and Pmmn phases have CuX 4 tetra-
hedra (elongated in Pmmn), while P4/mmm presents CuX 4

square planar units. Finally, while P3̄m1 presents three-
coordinated Cu centers in its metal sublattice (nearest Cu
atoms), the other 2D structures have four-coordinated Cu cen-
ters. All chalcogen atoms are connected to the four nearest Cu
neighbors. We will describe the calculated structural parame-
ters in more detail further in Sec. III C.

We note that these four CuX slabs present a different energy
ranking depending on the chalcogen element X (see Fig. 2),
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FIG. 2. Total energies (in meV/atom, PBE level) of the four
lowest structures of CuS, CuSe, and CuTe compounds, relative to the
P3̄m1 phase. (The dotted lines between each chalcogenide structure
with the same geometry is just a guide for the eye.).

and a dedicated discussion will follow in Sec. III B. We con-
firmed that these 12 stationary points are local minima, owing
to their dynamical stability. This is shown by the absence of
imaginary frequencies in their phonon dispersion curves (see
Fig. S2 of the SM [50]).

Our EA-DFT searches lead to the discovery of unqiue
2D copper chalcogenide materials, namely, P4/mmm CuX
phases (X=S, Se, Te), CuS P4/nmm, and CuSe Pmmn. While
other found structures have been previously proposed, i.e.,
CuS P3̄m1 and Pmmn, CuSe P3̄m1 and P4/nmm, and CuTe
P3̄m1, P4/nmm, and Pmmn, no detailed study of the dynamic,
thermodynamic, and thermal stabilities was reported. It is
therefore the topic of the next sections: the study of energetic,
structural, thermal, bonding, and electronic aspects of the 12
phases of 2D copper chalcogenides discovered by our CSP
search.

B. Energetic and thermal stabilities

The total PBE energies relative to the P3̄m1 structure is
plotted in Fig. 2 for each 2D CuX system. The order of
stability of the four structures is roughly identical in both
CuS and CuSe systems, P3̄m1 being the ground-state 2D
structure. The P4/mmm and P4/nmm phases are in a quaside-
generate energy state (within our minimization accuracy),
for CuS, while the difference is more pronounced but still
low (8 meV/atom) for the corresponding phases of CuSe.
Nevertheless, a rough estimation of activation energy from
P4/nmm to P4/mmm which was obtained via step by step
and concerted models (Fig. S8 of the SM [50]) shows that
the associated activation barrier is high in energy (Fig. S9 of
the SM [50]): 1.40, 1.31, and 2.18 eV for CuS, CuSe, and
CuTe, respectively. This should prevent the transition between
P4/mmm and P4/nmm at moderate temperatures (details are
given in Sec. S6 of the SM [50]). It also means that, while
close in energy, the P4/mmm and P4/nmm polymorphs may
be synthesized from different precursors and/or experimental
procedures. Conversely, the 2D CuTe exhibits a ground-state
structure in the Pmmn geometry. It is noteworthy that the
ground state phase of the 3D solid-state CuTe (bulk phase)

TABLE I. Formation enthalpies (in meV/atom) of the predicted
2D CuS, CuSe, and CuTe structures at the PBE level of theory.
Boldface entries emphasize the lowest energy phases.

Structure 2D CuS 2D CuSe 2D CuTe
(space group)

P3̄m1 −82 −75 −46
P4/mmm −28 −67 +17
P4/nmm −29 −59 −50
Pmmn +56 −43 −69

presents a layered structure where our proposed 2D-Pmmn
CuTe slabs are stacked in a similar AA stacking configuration.
Our ab initio CSP search thus leads to the experimentally
characterized CuTe layer topology, assuming only the CuTe
chemical formula.

The enthalpies of formation of the 12 2D CuX phases are
given in Table I. Excluding CuS Pmmn and CuTe P4/mmm,
the formation enthalpies are negative, indicating the thermo-
dynamic stability of the structures. These computed �H f

at the PBE level fall into the calculated formation enthalpy
range of experimentally characterized known 2D materi-
als [60]. This result allows us to invite the experimental
materials community to investigate our predicted 2D CuX
compounds. In addition, the formation enthalpies (�Hf ) of
dynamically stable 2D CuX phases and reported 2D materi-
als were calculated as summarized in Table S3 of the SM
[50]. Notably, the synthesized P6̄m2 [29,30] CuSe is pre-
dicted in our USPEX searches, with formation enthalpy of
0.160 eV/atom, which is relatively higher than the CuSe
phases reported in our paper. Moreover, considering sup-
ported 2D compounds CuSe (�Hf = 0.160 eV/atom), Cu2Si
[61,62] (�Hf = 0.413 eV/atom), and SiC [63] (�Hf =
0.293 eV/atom) have been synthesized and characterized, we
hope our theoretical findings will stress the interest of experi-
mental colleagues and lead to the experimental realization of
2D CuX on proper surfaces.

Besides the PBE GGA, the SCAN meta-GGA and hybrid
HSE06 functionals have been employed to evaluate the rel-
ative stability of the 2D CuX structures. The 2D structures
were fully optimized at the SCAN level of theory while single
point energy HSE06 calculations are undertaken at the PBE
geometry (HSE06//PBE level). Table II compiled the results
obtained from each functional. To simplify the comparison
of values, the total energies are reported relative to the P3̄m1
structure of each copper chalcogenide.

For the 2D CuS structures, the stability order is not
changed by the different functionals. For 2D copper selenide
phases, the energy difference between the two lowest struc-
tures tends to be null when SCAN and HSE06//PBE levels are
considered; P4/mmm 2D CuSe becomes almost isoenergetic
to P3̄m1 2D CuSe. Therefore, one might conclude that both
P4/mmm and P3̄m1 2D CuSe structures are potential syn-
thesizable phases. Pmmn CuTe phase is the lowest energetic
structure at all levels of theory, but we note that P4/nmm is
located at only 2–5 meV/atom above Pmmn at SCAN and
HSE06 levels of theory. Finally, the order for the third and
fourth least stable 2D structures is not changed regardless of
our level of theory.
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TABLE II. Total energy per atom relative to the P3̄m1 structure
(in meV/atom) of the 2D CuX structures at PBE, SCAN, and HSE06
levels of theory.a Boldface entries emphasize the lowest energy
structures.

Compound Structure PBE SCAN HSE06//PBE

P3̄m1 0 0 0
CuS P4/mmm 54 41 39

P4/nmm 53 93 76
Pmmn 138 98 160
P3̄m1 0 0 0

CuSe P4/mmm 8 −1 −2
P4/nmm 16 52 40
Pmmn 32 72 64
P3̄m1 0 0 0

CuTe P4/mmm 63 94 63
P4/nmm -4 -8 -9
Pmmn -23 -13 -11

aAll the energies were obtained by doing a full geometry opti-
mization, except for the HSE06 functional for which a single point
calculation is performed on the optimized PBE structure, named
HSE06//PBE.

The thermal stability of the structures was investigated via
AIMD simulations at different temperatures. The calculated
temperatures at which a structure remains stable, i.e., does
not decompose, are summarized in Table III. Snapshots of the
structures in the end of the 10 ps AIMD simulations are shown
in Figs. S3– S5 of the SM [50].

According to AIMD results, the most thermally stable
structure for 2D CuS has the P3̄m1 geometry. This structure is
found stable up to 800 K. The P4/nmm and P4/mmm struc-
tures are thermally stable up to 600 and 400 K, respectively.
The simulations of Pmmn showed that the structure is not
stable even at 300 K.

The results of AIMD simulations for 2D CuSe show that
the structures with P3̄m1 and P4/mmm symmetry are the
most stable structures with a stability temperature up to 600 K.
The other two phases are not so stable: Pmmn is found stable
at 300 K only and P4/nmm is not stable at this temperature.

Finally, for 2D CuTe structures, the P3̄m1 geometry is
found to be the most stable, with a stability temperature up
to 800 K. Interestingly, the most energetically favorable ge-
ometry, Pmmn, is not the most thermally stable one, which
means that the activation barrier for decomposition is lower

TABLE III. Calculated temperatures (in K) at which the pre-
dicted 2D CuX (X= S, Se, Te) structures were found thermally stable
in the temperature range of 300–1000 K. Boldface entries emphasize
the lowest energy phases.

CuS CuSe CuTe

P3̄m1 800 600 800
P4/mmm 400 600 –a

P4/nmm 600 –a 300
Pmmn –a 300 600

aAt 300K, our AIMD simulation leads to the breaking of Cu–X
bonds.

FIG. 3. Extended top and side views of the (a) P3̄m1,
(b) P4/mmm, (c) P4/nmm, and (d) Pmmn structures. The primitive
cell of each structure is shown in solid line. Cu and chalcogen (X=
S, Se, Te) atoms are shown in blue and yellow, respectively. The c
axis is perpendicular to the Cu2X2 slab.

for Pmmn. This result shows the importance of kinetic criteria
in the prediction of viable compounds.

C. Structural, bonding, and electronic properties of Cu2X2 slabs

As discussed previously, 2D CuX compounds present four
low-lying structure types. Different views of their associated
Cu2X2 slabs are depicted in Figs. 1 and 3. In the following,
we provide a more detailed structural description for each
geometry, and discuss their chemical bonding mode. Both
Manz’s BO and integrated crystal overlap Hamilton popu-
lation (ICOHP) are computed. We found that both analyses
give the same conclusion. Thus, only the ICOHP descriptor
of bond strength will be discussed thereafter. It is presented in
Table IV (see Fig. S10 of the SM [50] for BO results).

The first structure shown in Fig. 3(a) crystallizes in a trigo-
nal system with the P3̄m1 space group (No. 164, Z = 2). This
slab is constructed from two parallel layers of X chalcogen
atoms arranged in monolayer triangular lattices. The Cu atoms
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TABLE IV. Bond length l (in Å) and integrated crystal Hamilton population (ICOHP in eV/pair) in CuX (X= S, Se, Te) 2D structures.
Cu’(X’) denotes a second type of Cu (X) atom considered for BO calculation.

aBetween monolayers,
bin-plane,
cshort,
dlong.

similarly resemble two parallel triangular monolayers, sand-
wiched between the two X monolayers. In other words, the
combination of each X monolayer with its adjacent Cu layer
makes a buckled honeycomb Cu2X2 lattice. Each Cu atom is
then bonded to four equivalent X atoms to form a mixture
of edge and corner-sharing CuX 4 tetrahedra [see Fig. 1(a)].
The interatomic distances between Cu–X and Cu–Cu atoms
are also given in Table IV. The average bond length of Cu–X
for this geometry is 2.31, 2.46, and 2.62 Å in CuS, CuSe,
and CuTe, respectively. The size of the tetrahedra, therefore,
increases with the atomic number. Conversely, Cu–Cu separa-
tion decreases significantly when selenium or tellurium atoms
substitute sulfur ones in P3̄m1 slab, a factor that can explain
the relative energetic destabilisation of this phase in going
from S to Se to Te in respect to the three other dynamically
stable structures.

The second structure P4/mmm Cu2X2 slab, shown in
Figs. 1(b) and 3(b), is formed by a square lattice of copper
atoms with capping chalcogen atoms sitting in the apical
positions of square bipyramids. Here, each Cu atom is then
bonded in a square coplanar geometry to four X atoms. The
Cu–X bond lengths are 2.34, 2.46, and 2.63 Å for CuS, CuSe,
and CuTe, respectively, increasing with the atomic number.
Contrary to the P3̄m1 geometry, the same behavior is also
observed for dCu−Cu, an increase from 2.56 Å to 2.76 Å in
going from S to Te (see Table IV). In 2D P4/mmm CuTe, a
short Te–Te separation of 3.51 Å is observed.

The third structure P4/nmm also possesses a square lattice
of Cu atoms. As can be seen in Fig. 3(c), the P4/nmm phase
(No. 129, Z = 2) can be regarded as a structural modification
of the P4/mmm slab. From P4/mmm to P4/nmm, one chalco-

gen atom is migrating from its fourfold position to be located
under a chalcogen atom making the square bipyramidal Cu4X2

unit. Thus, P4/nmm Cu2X2 slab is then constructed from three
nonequivalent square monolayers with AB stacking. Cu4X2

square bipyramids share their four basal Cu–Cu edges in this
extended 2D Cu2X2 net. The Cu–X bond lengths are similar
to the ones found in P4/mmm, showing the weak effect of
the chalcogen position on the CuX bond lengths. Conversely,
Cu–Cu distances decrease in Cu2X2 slabs from S (2.74 Å) to
Se (2.62 Å) then remain constant from Se to Te (2.62 Å). This
structural behavior may explain the energetic stabilisation of
P4/nmm when going from S to Te.

Finally, our fourth CuX candidate crystallizes in a rectan-
gular 2D system and has the orthorhombic Pmmn space group
(No. 59, Z = 2). Its topology resembles that of the P4/nmm
structure with rectangular Cu4 units rather that square ones
[see Fig. 1(d)]. There are two short and two long Cu–X bond
lengths, and similarly, short and long X–X distances. This
Cu2X2 slab is encountered of distorted tetrahedral CuX 4 units
is encountered as the lowest energy ground-state structure
in 2D CuTe compound. This net allows short Te–Te separa-
tions of 3.26 Å and significant Te–Te bonding is computed
[ICOHP(Te–Te) = 0.89].

A question arises: What electronic factors govern the en-
ergy ranking of these four 2D geometries? To approach an
answer to this question, we need to understand the structural
details of these 2D nets. To do so, we have undertaken orbital
interaction analysis with the assistance of total and projected
DOS, ICOHP, and BO calculations. We refer to the seminal
work of Zheng and Hoffmann [64] on the bonding in the
ThCr2Si2 and CaAl2Si2 structures. These prototypes contain
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FIG. 4. (a) Construction of the two-dimensional bands in 2D
CuSe; (b) calculated total and projected density of states for 2D CuSe
P3̄m1.

2D M2X2 lattices related to the ones found in our predicted
2D CuX networks. A schematic construction of the CuX two-
dimensional bands is presented in Fig. 4 (Se is taken as an
example), starting from the separate Cu and Se atoms (valence
orbitals), building the CuX 4 molecular units, then generating
the extended 2D net. We start with a simplified molecular
orbital diagram of a CuX 4 molecular unit, displayed in Fig. 4.
Here, we choose a tetrahedral geometry for CuX 4 as observed
in P3̄m1 and P4/nmm, but the elongated tetrahedral (Pnmm)
or square planar (P4/nmm) geometries of CuX 4 will lead to
the same general bonding picture.

The metal Cu d orbitals split into e and t2 sets, and these
(slightly) antibonding metal-ligand molecular levels develop
into Cu d bands when going to the extended 2D CuSe net. This
simplified orbital model is confirmed by the calculated DOS
displayed in Fig. S6 of the SM [50]. Note that the dispersion
of the d bands is related to the coordination of copper atoms:
the d band is larger in the four-coordinate Cu lattice, i.e.,
P4/nmm, P4/mmm, and Pmmn, than inthree-coordinate one,
P3̄m1. The bottom of the d band block is Cu–Cu bonding
and the top Cu–Cu antibonding and, because of the overlap,
the antibonding contribution is stronger than the bonding—
a phenomenon encountered in the four-electron two-orbital
repulsion. In the extended CuSe net, the Fermi level crosses a
high DOS, as expected for a d9 metal. From the DOS and band
structure calculations analysis at the PBE and PBE+U levels,
all 2D compounds are metallic (see Fig. S6 of the SM [50]).
So, all the structures are still metal and their band structures
present globally the same trends.

Let us focus now on P3̄m1 and P4/nmm structures, as
representative nets with three- and four-coordinate copper
atoms, respectively. One may see from Table IV that P3̄m1
Cu2X2 slab presents among the four proposed 2D structures
with the strongest copper-chalcogen Cu–X ICOHP. This result
validates the Zheng and Hoffmann orbital interaction model
[64]: in a less dispersive metal sublattice, i.e., in P3̄m1 three-
coordinate Cu lattice, the metals interact better with the ligand
sublattice. This criterion alone cannot, however, explain the
relative stability of the four predicted 2D CuX nets; other
subtle electronic effects must be involved.

The P3̄m1 structure has a corrugated Cu net where each
metal is coordinated to three others, while the bare metal
layer in P4/nmm (as well as P4/mmm) is then a square lattice
with four coordinated metal atoms. Thus, the copper d band

FIG. 5. Copper d band dispersion in corrugated and planer Cu
net with three-coordinated Cu lattice P3̄m1 and four-coordinated one
P4/nmm, respectively.

dispersion is smaller in three-coordinated Cu lattice P3̄m1
than in four-coordinated one P4/nmm, as schematically illus-
trated in Fig. 5. This band is also Cu–X antibonding (more
at the top of the band). Bonding and antibonding Cu–Cu
orbital overlaps are weaker at the bottom and the top of the
d band in P3̄m1. Therefore, for a high band filling, d9 Cu2+ in
CuX, three-coordinated Cu P3̄m1 should be then energetically
favored while four-coordinated Cu structures are more desta-
bilized. This is what we observed in 2D CuS. Sulfur is the
most electronegative element in the chalcogen family, while
Te is the least one (2.58, 2.55, and 2.10 on the Pauling scale
for S, Se, and Te, respectively). Thus, in 2D CuS, one may
safely assign a formal +2 charge for Cu, i.e., d9 configuration,
and the octet is obeyed for S2−. As calculated at all levels of
theory, the P3̄m1 Cu2S2 slab is by far the most stable structure
while the other structures with four-coordinated metals are
located higher in energy.

By replacing S by Se, the Cu–X electronegativity differ-
ence is lowered, thus the Cu–X charge transfer decreases. One
may expect a formal dn configuration of copper higher than
d9. When the d band is completely filled, three-coordinated
Cu and four-coordinated Cu slabs must compete in energy.
This crude model explains well why P3̄m1 and P4/mmm
are closer in energy in 2D CuSe. Now, why is P4/mmm
with Cu4Se2 square bipyramidal units lower in energy that
P4/nmm with Cu4Se square pyramidal units? In P4/mmm,
the computed Se–Se ICOHP is larger in P4/mmm than in
P4/nmm (0.52 versus 0.19, respectively) because of the
through-space Se–Se stabilizing interaction present in Cu4Se2

units. A short interlayer Se–Se separation of 3.21 Å is
observed in the P4/mmm Cu2Se2 slab, reflecting the delocal-
ization of electrons over the whole cluster.

Finally, Te is the less electronegative element of this
chalcogen trio, with the biggest element radius. This chem-
ical composition adopts the Pmmn geometry as its lowest
energy structure at PBE level. A corrugated copper mono-
layer is observed in response to the packing of Te atoms.
Each copper atom seats in an elongated Te4 tetrahedron with
small and large Te–Cu–Te bond angles (73.4◦ and 101.4◦).
This structural arrangement leads to short (3.26 Å) and long
(4.05 Å) in-plane Te–Te bond lengths. Thus, a significant Te–
Te bonding is calculated along each 1D tellurium chain with a
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FIG. 6. 3D and 2D electron localization function (ELF) of CuX
compounds in P3̄m1, P4/mmm, P4/nmm, and Pmmn structures.
Both 3D and 2D plots are given for an ELF value of 0.8.

computed ICOHP(Te–Te) of 0.89 eV/pair (see Table IV). This
bonding mode stabilizes this structure type, as in P4/mmm
which is almost isoenergetic to Pmmn at SCAN and HSE06
levels of theory. In both Pmmn and P4/mmm structures,
some delocalized Te–Te covalent bonding is observed (see
Table IV).

Our ELF analysis shows that electron density is delocalized
along the X–X chains in each X monolayer of Pmmn CuX (see

Fig. 6). Meanwhile, a strongly localized lone pair is observed
on each chalcogen atom in the other structures, specifically
on electronegative sulfur atoms. This is expected for a six-
valence electron atom in such a coordination mode.

IV. CONCLUSION

This paper presents a CSP search for 2D copper chalco-
genide CuX compounds. The extensive search was carried
out by using EA and ab initio calculations based on DFT.
According to our results, four geometries with space groups
P3̄m1, P4/mmm, P4/nmm, and Pmmn are predicted for 2D
CuX (X=S, Se, and Te). All the 2D CuX phases reported in
this paper are nonmagnetic. These geometries were confirmed
to be dynamically stable. The P3̄m1 geometry has the lowest
formation energy for CuS and CuSe 2D materials. Conversely,
the Pmmn geometry is a global minimum for the 2D CuTe
structure. Moreover, the thermal stability of the structures was
investigated by AIMD simulations at different temperatures.
The P3̄m1 structure, which is determined by AIMD studies to
be stable up to 800, 600, and 800 K for CuS, CuSe, and CuTe,
respectively, is found to be the most thermally stable structure.
For CuSe, a structure with the P4/mmm symmetry is also
equivalently stable at the same temperature. Comprehensive
chemical bond analyses were done by the investigation of
DOS, crystal overlap Hamilton population, ELF, and Manz’s
BOs. An orbital model is proposed and enlightens the chem-
ical bonding in the 2D nets. The analysis of ICOHP gives
insights into the structural stability of 2D CuX nets. All 2D
CuX 2D structures have a metallic character with an ionoco-
valent nature of the Cu–X bonds. We expect that our findings
will inspire the materials science community to synthesize our
in silico proposed two-dimensional CuX phases.
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