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Machine learning prediction of thermodynamic and mechanical properties
of multicomponent Fe-Cr-based alloys
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We apply machine learning algorithms to optimize thermodynamic and elastic properties of multicomponent
Fe-Cr alloys with additions of Ni, Mo, Al, W, V, and Nb. The target properties are mixing enthalpy, Young’s
elastic modulus, and the ratio between shear and bulk moduli, which is often used as a phenomenological
criterion for a material’s ductility. We thoroughly analyze the descriptors that provide the robust performance
of the machine learning models. Next, the iterative active learning method is used for the optimization of the
chemical composition to simultaneously improve both thermodynamic stability and the elastic properties of
Fe-Cr-based alloys. As a result, we predict compositions of thermodynamically stable alloys with improved
mechanical properties, demonstrating the high potential of data-driven computational design in the field of
materials for nuclear energy applications.
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I. INTRODUCTION

Fe-Cr-based bcc alloys are widely used as important struc-
tural and industrial steels. They are known for their resistance
to corrosion and irradiation-induced swelling at high tem-
peratures [1]. This makes the Fe-Cr-based steels a suitable
candidate material for harsh environments in, for example,
nuclear and fusion reactors. At the same time, increasing de-
mands for materials performance, e.g., for the next generation
of nuclear reactors, call for a development of novel steels.
One path to that is the use of multicomponent alloying. At
the same time, increasing the number of alloy components
could greatly increase the complexity of purely experimental
materials design, leading to longer development time and
higher costs. Theoretical predictions, which take advantage
of state-of-the-art first-principles simulations combined with
alternative data-driven methods, such as machine learning, are
believed to significantly accelerate discovery of novel materi-
als and shorten the time it takes to bring them to practical
applications [2].

Considering the phase stability of Fe-Cr-based steels,
which is perhaps the main criterion for a construction mate-
rial, the situation is quite delicate. The binary Fe-Cr phase
diagram has a miscibility gap showing that alloys decompose
spinodally into Fe- and Cr-rich phases at low and medium
temperatures. At the same time, the number of density func-
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tional theory (DFT) studies suggested that diluted alloys with
up to ∼6–8 at. % Cr demonstrate an anomalous thermody-
namic stability with negative mixing enthalpy [3–8]. This
anomalous stability of Fe-Cr alloys is related to the magnetic
behavior of Cr atoms, which have the magnetic moments
aligned antiparallel to the Fe moments due to antiferromag-
netic exchange interactions between Fe-Cr pairs in the first
nearest neighborhood. The Cr-Cr pairs in the first nearest
neighborhood also have antiferromagnetic exchange interac-
tions; thus, the high Cr concentrations lead to the frustration
of local magnetic configuration and gradually reduce the mag-
netic moments on Cr atoms. As a result, the mixing enthalpy
of Fe-Cr alloys increase with Cr content. In addition to the
mixing enthalpy, calculated bulk modulus and lattice parame-
ters of Fe-Cr alloys also show abnormal behavior at the low-Cr
region: The lattice parameter changes with the maximum in
the range of 0–8 at. % Cr, while the bulk modulus has a
minimum.

Despite the importance of Fe-Cr-based alloys and a large
number of first-principles simulations carried out for this sys-
tem, the use of data-driven methods for predicting properties
of novel alloys has been quite limited. Ponomareva et al.
[9] have used the exact muffin-tin orbitals (EMTO) method
combined with the coherent potential approximation (CPA)
to simulate the effect of multicomponent alloying with Ni,
Mo, Al, W, V, and Nb on the thermodynamic and mechanical
properties of Fe-Cr-based bcc alloys and to contribute to a
database for the design of materials for nuclear energy appli-
cations [10]. Besides the generated data, the study has shown
a correlation between the mixing enthalpy and the value of
the local moment on Fe atoms in the alloys: The elements
that reduce the Fe magnetic moment increase the stability of
alloys. Alloying with Al has been predicted to provide the
highest stabilizing effect on the binary Fe-Cr alloys, while
nickel has destabilized the solid solutions. An addition of
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1 wt % of Nb, W, or Mo has decreased the stability of the
alloys. The calculations of elastic properties have shown that
Cr should have the highest contribution to the elastic moduli.
On the other hand, when the Cr content becomes higher than
∼ 9 wt % the mixing enthalpy has turned positive. Moreover,
the addition of Al to the Fe-Cr alloys has increased the elastic
moduli, while Ni has an opposite effect [9].

In the present work we advance our study on multicom-
ponent Fe-Cr alloys by applying the machine learning (ML)
algorithms for high-throughput prediction of the thermody-
namic and elastic properties of Fe-Cr alloys. We used the
dataset of 186 alloys from Ref. [9] to perform original train-
ing of machine learning models that can predict the mixing
enthalpy Hmix, Young’s modulus E, and the ratio between
shear and bulk moduli G/B. The latter is considered as a phe-
nomenological criterion for material’s ductility. Next, we used
an iterative active learning approach for further optimization
of the chemical composition of Fe-Cr-based alloys in order
to simultaneously improve their thermodynamic stability and
elastic properties.

II. METHODOLOGY

A. Machine learning algorithms

The quantitative prediction of the target property ŷ(x) is the
regression problem, which can be solved using the supervised
ML algorithms. In this work, we considered two ML algo-
rithms: artificial neural network and support vector machines
(or support vector regression).

The artificial neural network (ANN) is built as a series
of interconnected artificial neurons to mimic the work of the
human brain [11]. The ANN consists of three types of layers:
(1) the input layer; (2) hidden (or computational) layers; (3)
output layer. The input layer passes the data of the descriptor
directly to the first hidden layer. In the hidden layers, each
neuron calculates the weighted sum of the input signal coming
from the previous layer and adds the bias. Then the activation
function defines the output signal passed to the next layer
of neurons. The output layer produces the final result, i.e.,
the prediction of the target property. In this work, the ANN
contains three hidden layers with 20, 50, and 20 neurons, re-
spectively. The rectified linear unit function (ReLU) was used
as an activation function for each neuron. During the training
of ANN the weights and biases of neurons are adjusted to
minimize the prediction error. We used TENSORFLOW software
[12] to build the ANN models.

Support vector machines (or support vector regression,
SVR) are the supervised learning algorithms, which use the
kernel function to find a hyperplane and transform the de-
scriptors into higher-dimensional space [13]. With a kernel
function, the continuous output ŷ(x) = f (x) from a set of
features x is given by

f (x) = 〈w, K (x)〉 + b, (1)

where K(x) is the kernel function; w and b are determined via
minimization of the penalty function:

1

2
‖w‖2 + C

∑
i=1

L[ f (xi, yi )], (2)

where C is the penalty parameter and L is the loss function:

L[ f (xi, yi )] = max{| f (xi ) − yi|}. (3)

As a kernel function in this work, we considered the radial
basis function (RBF) which is given by

K (xi, x j ) = exp(−γ ‖xi − x j‖2). (4)

The fitting parameters C and γ are optimized to improve
the performance of SVR models. In this work, the SVR mod-
els were trained within the SCIKIT-LEARN code [14].

B. Data collection and preprocessing

As the training dataset for ML models, we use the thermo-
dynamic data for multicomponent Fe-Cr alloys from Ref. [9].
The original set contains data for 186 alloys with the compo-
sition of elements in the following range (wt %): 0 � Cr �
20, 0 � Ni � 20, 0 � Mo � 1, 0 � V � 1, 0 � W � 1, 0 �
Nb � 2, 0 � Al � 5, and Fe is a principal element.

One of the important tasks in a machine learning approach
is the construction of descriptor x, a subset of features that
properly predict the target property y. In this work the target
properties are the Young’s modulus E, the mixing energy Hmix,
and Pugh’s ratio G/B. Since the goal of this work is to improve
the target properties via optimization of chemical composition
one needs to choose the features that do not require any
additional DFT calculations. Thus, as the candidates we con-
sidered five empirical features: the atomic radius mismatch
δ, average atomic volume V, valence electron concentration
Cvec, total electronegativity χ in Pauling’s scale, and mixing
entropy Smix:

δ =
√∑

i

ci

(
1 − ri

r̄

)2
, (5)

V =
∑

i

ci
4

3
πr3

i , (6)

χ =
∑

i

ciχi, (7)

Cvec =
∑

i

ciCvec,i, (8)

Smix = −R
∑

i

ci ln (ci ), (9)

where ci denotes the concentration of the ith element in the
alloy; ri is the atomic radius and r̄ is the corresponding av-
erage atomic radius; χi and Cvec,i denote electronegativity and
valence electron concentrations for the ith component; R is the
universal gas constant.

We should note that Smix depends only on chemical com-
position and the number of elements in the alloy, while the
four other features δ, V, χ , and Cvec are calculated as a con-
centration average of corresponding elemental and empirical
values. In Sec. III A we will demonstrate that the five-feature
descriptor {δ, V , χ , Cvec, Smix} is certainly sufficient to train
the robust models for Hmix, elastic modulus E, and the G/B
ratio. The features selected in this work were previously used
in several studies to build the models for predictions of the
phase separation and elastic properties of solids [15–20]. For
example, Huang et al. [19] used the features δ, Cvec, Hmix,
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FIG. 1. Three target properties E, Hmix, G/B plotted against five features δ, V, Cvec, χ , and Smix selected for descriptor in this study.
Corresponding correlation coefficients are given on top of each scatter plot. See text for more discussion.

Smix, and relative electronegativity �χ to successfully predict
the phase separation between high-entropy alloys and inter-
metallics. The authors also claim that features δ and Cvec are
more crucial for their task in comparison to Hmix, Smix, and
�χ [19]. In Ref. [20], the combination of features δ, V, Cvec,
χ , and Smix was used to fit ML models that predict the bulk
and shear moduli of metallic glasses. It is widely accepted that
electronegativity difference �χ is an important parameter for
alloy formation and charge transfer effects [21–23]. However,
in the present work we did not see any strong correlation
between �χ and target properties. Therefore, �χ was not
included in the descriptor.

In Fig. 1 we show the pair plots and the Pearson’s
correlation coefficients ρ between five features and three
target properties. The Pearson’s coefficients ρ represent the
strength of linear correlation between two parameters. The
Cvec demonstrates the highest correlation with Hmix and E,
while χ has |ρ| > 0.5 with E and G/B. In case of the G/B
ratio, the strongest correlation, ρ = −0.58, belongs to the av-
erage electronegativity χ ; and the other features demonstrate
weaker correlations |ρ| < 0.5. The weakest correlations ρ are
observed between δ and E, and between Smix and E. However,
we should note that the plots of target properties E, Hmix,
and G/B against δ and V are nontrivial: for each plot with δ

and V there are three clearly distinguishable groups of scat-
ters, which separately might have stronger correlation with
corresponding target properties. Thus, in the case of features
δ and V the Pearson’s coefficient ρ may not fully represent

their importance. Overall, Fig. 1 shows that there is no strong
enough pair correlation between any single feature and target
properties. This means that it is impossible to accurately pre-
dict E, Hmix, and G/B by using only one particular feature.
Thus, we suggest considering all possible combinations of
features and varying the number of features in the descriptor
from 1 to 5.

The normalization of the descriptor is required when the
features have a different range of values. After normalization,
the range of values of the features becomes of the same order.
The normalization of the descriptors was carried out using the
following formula:

x′ = x − x̄

σx
, (10)

where x̄ is the mean value of the feature; σx is the standard
deviation from the mean value x̄.

It should be noted that the normalization of features must
be carried out both for the training and the test sets of data.

C. Cross validation

To estimate the performance of ML models employed in
the present study we used the k-fold cross-validation (CV)
method [24]. In this method the dataset is split into k equal
sized folds (where k is an integer) and each kth fold is used as
a validation set, while the remaining k − 1 parts of the dataset
are used to fit the model. The mean absolute error �MAE
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FIG. 2. A schematic representation of the iterative active learning process adopted in the present study. The iterative loop involves (a) data
collection; (b) fitting the ML models and cross validation; (c) predicting the target properties Hmix, E modulus, G/B ratio for virtual space of
alloys; (d) selection of promising candidates; (e) DFT calculations for four randomly selected compositions among candidates. The iterations
continue until there is no further improvement in target properties E, Hmix, and G/B.

and determination parameter R2 were used to characterize the
prediction error and accuracy:

�MAE = 1

N

N∑
i=1

(yi − ŷi ), (11)

R2 = 1 −
1
N

∑N
i=1 (yi − ŷi )2

1
N

∑N
i=1 (yi − ȳ)2

, (12)

where N is the sample size, ŷi is the predicted value, and yi is
the actual value.

Within this method the validation process is repeated k
times. In this work we considered k = 5. The average value of
recorded errors defines the cross-validation error (�CV E ). In a
similar way one defines the cross-validation accuracy (R2

CVA)
of the predictions. As a first step in the CV it is required to
randomly shuffle the dataset.

D. Active learning

Once the ML models for the E modulus, Hmix, and
G/B ratio of the alloys comprising the original dataset
have been trained one can search for compositions to
simultaneously improve the Young’s modulus and the
hermodynamic stability of multicomponent alloys. For
this purpose, we generate the virtual space of alloys with
the following range of concentrations in steps of 1 wt
%: 50 � Fe � 100, 0 � Cr � 25, 0 � Ni � 25, 0 �
Mo � 2, 0 � V � 2, 0 � W � 2, 0 � Nb � 2, and
0 � Al � 10. The virtual space contains 556 578 alloys in
total, and its composition range is slightly wider compared
to the original dataset. Next, we calculate five features δ,
V, χ , Cvec, and Smix for all the alloys in virtual space and
predict their target properties E, Hmix, and G/B. Note that the
normalization of the feature subset x for virtual space must
be done by using the same x̄ and σx as for the training set of
original data [see Eq. (10)].

Next, we select promising candidates with Hmix � 0 eV/at,
G/B � 0.52, and E � 215 GPa, i.e., the candidates that are
thermodynamically stable with respect to a decomposition

into pure alloy components, nonbrittle according to the phe-
nomenological Pugh’s ratio and have higher elastic modulus E
compared to the calculated value of E among the stable alloys
(Hmix � 0) in the original dataset. Once the selection criteria
were applied to the virtual alloys, we randomly choose four
compositions among the promising candidates and perform
for them first-principles calculations of E, Hmix, and G/B.
Then, we add these compositions to the original dataset and
retrain the ML models. In this way one improves the perfor-
mance of the models with new data if the previous predictions
were not sufficiently accurate. The sequence described above
defines one loop of the active learning process. The iterations
stop once there is no further improvement of target properties,
i.e., that is there is no more increase in elastic modulus E
among the alloys with Hmix � 0 eV/at. and G/B � 0.52. The
full process is schematically shown in Fig. 2.

E. DFT calculations

Electronic-structure calculations for Fe-Cr-based alloys
that are not present in the original dataset of Ref. [9] were
carried out at temperature T = 0 K in the framework of the
exact muffin-tin orbitals method combined with the coherent
potential approximation (EMTO-CPA) to model the substitu-
tional chemical disorder [25,26]. The computational setup is
exactly as in Ref. [9] to ensure the compatibility of the data.
To summarize the most important details, the self-consistent
charge densities were obtained within the local-spin-density
approximation (LSDA) [27], while the total energies were cal-
culated within the generalized gradient approximation (GGA)
[28]. Integration in the reciprocal space was performed over
a grid of 37 × 37 × 37 k points. The energy integration was
carried out in the complex plane using a semielliptic contour
comprising 24 energy points. Calculations were performed for
a basis set including valence spdf orbitals. We have consid-
ered collinear alignment of magnetic moments. The elastic
constants were defined from the energy-strain relationship ac-
cording to Ref. [25]. The polycrystalline elastic moduli were
obtained using Voigt-Reuss-Hill averaging [29–31].
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FIG. 3. Fivefold �CV E calculated for all three target properties (a)–(c) when the different subsets of features were included in the fitting
process: The crosses represent all possible models when the number of features in the descriptor varies from 1 to 5. The solid lines correspond
to the best models (the lowest �CV E ) for a given number of features. The corresponding fivefold cross-validation accuracy R2

CVA of the best
models (d)–(f). The horizontal axis demonstrates the feature subsets corresponding to the best models. Solid lines represent the mean accuracy
of fivefold CV for a given number of features.

III. RESULTS

A. Machine learning

In Fig. 3 we show the performance of SVR models fitted
against each possible subset of features, i.e., when the number
of features in the descriptor varies from 1 to 5. The k-fold CV
test was carried out for each possible model. In Figs. 3(a)–
3(c), all three target properties Hmix, E, and G/B demonstrate
the lowest �CV E once all five features are included in the
fitting of the SVR models. The solid lines in Figs. 3(a)–3(c)
correspond to the best models for a given number of features
in the descriptor. One can see that the best models with three-
and four-feature subsets also demonstrate low values of the
�CV E . However, we should note that the �CV E does not fully
reflect the prediction capabilities of the models. Thus, we also
calculated the prediction accuracy for the best models.

Figures 3(d)–3(f) show the cross-validation accuracy R2
CVA

of the best models for a given number of features in the
descriptor. The subsets of features {δ, V , Smix}, {δ, V , Cvec,
Smix}, and {δ, V , χ , Cvec, Smix} allow one to properly predict
(R2

CVA > 0.9) the mixing energy Hmix of Fe-Cr-based alloys.
The total Pauling’s electronegativity χ has the least effect on
the prediction of Hmix. It is not surprising since we already
demonstrated in Fig. 1 that Hmix has the weakest correlation
with χ . However, once χ is included in the SVR model the
prediction error �CV E for Hmix decreases [see Fig. 3(a)] from

0.004 to 0.0015 eV/at, and the latter one is very close to
10−3 eV/at, which is considered as high accuracy for the
first-principles calculations of the total energy.

As for the Young’s modulus, the high performance of the
SVR models (R2

CVA = 0.972 and �CV E = 1.78 GPa) can be
achieved even with a three-feature descriptor {V , Cvec, Smix}.
Moreover, by adding the atomic size mismatch δ and total
electronegativity χ into the descriptor one can slightly im-
prove the predictions: For the model trained with descriptor
{δ, V , χ , Cvec, Smix} the R2

CVA = 0.977 and �CV E = 1.55 GPa.
Despite the good correlation between χ and elastic modulus
E, the χ does not work well in combination with other features
in the subsets. For example, one would expect a good pre-
dictability of E modulus from the model fitted against subset
{V , χ , Cvec}; however, this model has a cross-validation error
�CV E = 6.9 GPa and demonstrates one of the worst perfor-
mances among the three-feature models. On the other hand,
by adding the mixing entropy Smix into the descriptor one can
significantly improve the prediction of elastic modulus E. For
example, by fitting E against two features {Cvec, Smix} one can
reach the R2

CVA = 0.85.
In the case of Pugh’s ratio G/B, the best SVR model

demonstrates the average accuracy R2
CVA = 0.9, which can be

considered as satisfactory even though it is lower compared to
the models for mixing energy Hmix and E modulus. Similar to
the case of E modulus, the descriptor {V , Cvec, Smix} provides
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TABLE I. Prediction error �CV E and accuracy R2
CVA of ANN and SVR models for the Young’s modulus E, mixing enthalpy Hmix, and G/B

ratio.

R2
CVA (%) �CV E

ML method Hmix E G/B Hmix (eV/at × 10−3) E (Gpa) G/B

ANN 99.5 ± 0.1 96.5 ± 1.7 84.8 ± 10.3 2.5 ± 0.4 2.1 ± 0.4 0.010 ± 0.004
SVR 99.8 ± 0.1 97.3 ± 2.1 89.5 ± 5.9 1.5 ± 0.2 1.8 ± 0.7 0.009 ± 0.003

low prediction error for the G/B ratio, and �CV E = 0.01. By
adding the δ and χ into the descriptor one can slightly improve
the SVR model. The best single-feature model demonstrates
negative R2

CVA, which shows that the fitting subset for the G/B
ratio was chosen poorly. According to Figs. 3(e) and 3(f)
the mixing entropy Smix is an important feature for all three
target properties of multicomponent Fe-Cr-based alloys, so
the models fitted on the subsets {δ, Smix}, {Cvec, Smix}, and
{V , Smix} allow one to predict Hmix, E, and G/B, respectively,
with average accuracy R2

CVA = 0.6 − 0.8. However, once the
models are fitted against the five-feature subset {δ, V , χ , Cvec,
Smix} one can observe the lowest �CV E and the highest R2

CVA
in the predictions of the Hmix, E, and G/B ratio.

To analyze the effect of different combinations of features
on the performance of ML models we used only the SVR
method. A similar analysis as for the ANN method would be
too cumbersome, since it requires one to optimize the number
of sublayers in the hidden layers and the number of neurons in
the sublayers for every possible model. Therefore, to train the
ANN models we used the five-feature subset {δ, V , χ , Cvec,
Smix}, which provided the minimum �CV E in the case of the
SVR models. The performances of the SVR and ANN models
are compared in Table I. In the case of Hmix and E modulus
the difference in predictive ability between the SVR and ANN
models is very small. Overall, SVR models with RBF kernel
function demonstrate lower prediction error �CV E and higher
accuracy R2

CVA for all three target properties Hmix, E modulus,
and G/B ratio. Thus, for further active learning studies we use
the SVR-RBF models.

B. Active learning

Using the pretrained SVR models we can predict the
Young’s modulus E, mixing energy, and G/B ratio for all the
generated 556 578 virtual Fe-Cr alloys (see Supplemental
Material [32]). Next, by applying the selection criteria
(Hmix � 0 eV/at; G/B � 0.52 and E � 215 GPa) we limit
the search area for promising candidates. Given the fact
that the trained SVR models for Hmix, E modulus, and G/B
demonstrate high prediction accuracy, we randomly select
four compositions among the candidates and perform for them
new EMTO-CPA calculations. The iterative machine learning
procedure was performed four times, and the models were
updated with the new data after each iteration. In Table II,
we list compositions of candidates and corresponding values
of Hmix, E, and G/B.

In the first iteration, the randomly chosen candidates con-
tain 4 wt % Al, 19–20 wt % Cr, and 1–2 wt % Nb. The
calculated values of the E for the candidates are larger than
215 GPa and G/B ratios are lower than 0.52. In the case of
Hmix, the actual values for three compositions out of four are

positive while ML models predict negative Hmix. Thus, at the
first iteration the model for Hmix is not sufficiently accurate.
With the following iteration, the performance of the model
for Hmix becomes better. Figure 4 shows the ML predictions
of target properties plotted against the actual values. Here, one
can see that predictions of E and G/B are in good agreement
with actual values after each iteration of the active learning.
We note that the concentration of Al in candidates increases
up to 9 wt % with iterations, and Cr increases up to 25 wt
%. However, there is no significant improvement in elastic
modulus E and the highest value ≈227 GPa. According to the
plots in Figs. 4(a) and 4(c), the SVR models for E modulus
and G/B ratio demonstrate an excellent predictive ability for
the compositions beyond the original dataset, even during the
first iteration. The model for Hmix becomes more reliable after
the second iteration of the active learning.

Let us recall that the goal of this work was to predict
the chemical composition of the multicomponent Fe-Cr-based
alloys to simultaneously improve their elastic modulus and
stability. As a result of the active learning, we can now iden-
tify an alloy with the composition Fe-25% Cr-9% Al as the
most promising system. It demonstrates the lowest Hmix =
−0.0247 eV/at and E = 226.0 GPa. Of course, we note that
Hmix in this work is calculated with reference to the pure
elements, which does not include the possible presence of
competing intermetallic phases. This could become important

TABLE II. DFT calculations for the selected Fe-Cr-based candi-
dates after each iteration of active learning.

Composition (wt %) EMTO-CPA calculation

Iteration Fe Cr Ni Mo V W Nb Al E (GPa) Hmix (eV/at) G/B

74 20 0 0 0 0 2 4 225.4 0.0178 0.493
75 20 0 0 0 0 1 4 226.5 0.0071 0.498

1 76 19 0 0 0 0 1 4 225.6 0.0035 0.499
76 20 0 0 0 0 0 4 227.7 –0.0036 0.504

72 22 0 0 0 0 0 6 224.9 –0.0099 0.505
74 21 0 0 0 0 0 5 226.5 –0.0032 0.508

2 71 22 0 0 1 0 0 6 227.3 –0.0115 0.512
69 21 1 0 2 0 0 7 224.2 –0.0205 0.512

65 22 4 0 0 0 2 7 219.3 0.0086 0.496
64 23 4 0 0 2 0 7 222.4 –0.0004 0.506

3 68 24 1 0 0 0 0 7 226.5 –0.0114 0.514
68 24 1 0 0 0 0 7 226.5 –0.0114 0.514

66 25 0 0 0 0 1 8 227.6 –0.0073 0.517
71 20 0 0 2 0 1 6 227.7 –0.0139 0.514

4 71 22 0 0 0 0 1 6 227.8 –0.0087 0.510
66 25 0 0 0 0 0 9 226.0 –0.0247 0.520
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FIG. 4. Predicted target properties E, Hmix, and G/B of Fe-Cr-based alloys after four iterations of active learning (a)–(c). Predicted values
are plotted versus the calculated values. Scatters plots contain only thermodynamically stable alloys with Hmix < 0. (d) Calculated Young’s
moduli E of the alloys from this study suggested via iterative active learning.

when concentrations of Cr and Al are high. On the other
hand, our literature search confirms that Fe-Cr-Al alloys with
concentration 20–25 wt % Cr and 5 wt % Al, the so-called
Kanthal alloys, are widely used as commercial materials for
high-temperature application [33,34]. The Kanthal alloys are
known for their ability to resist oxidation and corrosion at
high temperature, which is provided by a slowly growing
a − Al2O3 scale that forms at high temperature [35–39]. High
density of Al2O3 on the surface of alloys in the system Fe-Cr-
Al prevents them from further oxidation.

IV. CONCLUSIONS

Considering a task of optimization of stability and elastic
properties of multicomponent Fe-Cr-based alloys, an impor-
tant material system; e.g., for nuclear energy applications, we
have investigated the applicability of the machine learning
algorithms for efficient search of unique promising alloys. We
have performed an original training of the machine learning
models on the dataset of 186 alloys from Ref. [9] considering
five empirical features (the atomic radius mismatch δ, average
atomic volume V, valence electrons concentration Cvec, total
electronegativity χ , and mixing entropy Smix) for the descrip-
tor and targeting the mixing enthalpy Hmix, Young’s modulus
E, and the ratio between shear and bulk moduli G/B of the
alloys.

The machine learning models obtained in this work have
demonstrated the robust prediction capabilities with average

cross-validation accuracy over 90%; even though the original
dataset contained only 186 samples. The reason for such high
accuracy is the extremely homogeneous data in the training
set. By extreme homogeneity one can understand that all
samples in the training dataset are single-phase bcc alloys, and
their properties are calculated within the same EMTO-CPA
method and with the same precision. Moreover, the composi-
tions of samples in the original dataset vary with equal steps.
This means that one can fit the robust ML models even with a
small training set when the quality of data is high.

It should be noted that the training set was limited to only
four-component solid solutions, and the use of the machine
learning models made it possible to predict the target prop-
erties for Fe-Cr alloys with up to eight components. This
made it possible to consider the contributions from all alloy
components and optimize the chemical composition in order
to improve the elastic modulus E. As a result of the iterative
active learning approach, we predicted the three target proper-
ties, E modulus, Hmix, and G/B for 556 578 Fe-Cr-based alloys
(see Supplemental Material [32]).

Importantly, we have achieved the main goal of the study
and identified the Fe-25% Cr-9% Al alloy as a highly promis-
ing candidate that demonstrates the highest stability with
respect to decomposition into the pure alloy components with
calculated values of Hmix = −0.0247 eV/at and the highest
calculated value of the Young’s modulus, E = 226.0 GPa. It
turns out that the iterative active learning approach employed
in this work has led us to a class of alloys known for their
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high performance in other applications, but not included in
the original dataset, demonstrating the high potential of the
approach employed in the present study for the design of
materials with an optimal combination of targeted properties.
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