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Role of chemical disorder and local ordering on defect evolution in high-entropy alloys
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High-entropy alloys (HEAs) have stimulated great interest due to their remarkable mechanical and irradiation
performance. Experiments suggest that delayed defect evolution in HEAs, compared to conventional metals and
dilute alloys, is the main reason for their improved irradiation resistance. However, the mechanism responsible
for the observation remains elusive. Here we show that the potential energy landscape of defects under the
influence of random arrangement of different species is the reason for the delayed defect evolution. We arrive
at the conclusion by investigating the diffusion of defects and defect clusters under three cases: the averaged-
atom model, random model, and the model with local short-range ordering. Our results suggest that, compared
to the average model, the chemical fluctuation inherent in HEAs can suppress interstitial motion more than
vacancy motion. The effects are more pronounced when SRO develops. For defect clusters, the chemical disorder
can reduce their jump frequencies significantly and enhance correlation effects, leading to suppressed defect
motion. Notably, we find that with SRO, such defect motion can be entirely trapped in local regions. This work
demonstrates that chemical fluctuations and SRO are the main reason responsible for the suppressed defect
evolution in HEAs, which dictates a promising way to improve the irradiation performance of HEAs through
manipulating its chemical disorder states, such as local ordering.
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I. INTRODUCTION

The development of high-entropy alloy (HEAs) has pro-
foundly changed the alloy design strategy [1–3]. Specifically,
the HEA concept allows tuning alloy properties by manip-
ulating the compositions and concentrations in the center
of the phase diagram rather than the corners on which
most conventional alloys are based. HEAs are composed of
multiple principal elements, which lead to extreme disorder at
the electronic and atomic levels. It has been established that
most unusual properties of HEAs stem from their chemically-
disordered states, such as mechanical properties [3,4] and
irradiation resistance [5–8]. Therefore, revealing the correla-
tion between chemical disorder and the properties of HEAs
has become a crucial problem for further understanding and
improving the performance of HEAs.

The disorder in HEAs comes from the random arrange-
ment of different elements, all at high concentrations. As a
result, there are chemical disorder and associated local lattice
distortions inherent inside HEAs, influencing the properties
of HEAs. The disorder induces atomic-level heterogeneity
that significantly alters defect energetics and defect diffusion
pathways [7,9–12]. For instance, wide variations of defect en-
ergies and the generalized stacking fault energies (GSFE) have
been found in HEAs, producing a rough energy landscape
for defect motion and dislocation gliding, contributing to
their excellent mechanical and irradiation performance [9,13].
In addition, the diffusion of interstitial defect clusters may
transform to the three-dimensional (3D) mode in chemically-
complexed HEAs instead of one-dimensional (1D) migration
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in pure metals [14], which enhances defect recombination
significantly.

The elemental species in HEAs are commonly assumed
to be randomly distributed in the lattice, which results in
maximized chemical disorder and configurational entropy that
is believed to stabilize the structure. Nevertheless, increasing
evidence suggests that neither are true; not only are elements
not randomly arranged, but configurational entropy is not
a necessity for stabilizing HEAs [3]. The local short-range
order (SRO) tendency has been found in different HEAs
with either face-centered cubic (FCC) or body-centered cu-
bic (BCC) crystal structures [15–22]. For example, Zhang
et al. [23] measured the local structure of CoCrNi using the
x-ray and neutron total scattering and extended x-ray absorp-
tion fine structure (EXAFS) techniques, confirming that the
Cr atoms are predominantly bonded with Ni and Co, dictating
favorable binding between Ni-Co and Ni-Cr. These results
are consistent with density-functional theory (DFT) calcula-
tions [24], which predicts negative SRO parameters between
Ni–Cr and positive ones between Cr–Cr pairs in CoCrNi.
In CoCrFeNi, negative SRO parameters for Ni–Cr and
Ni–Fe pairs and positive ones for Cr–Cr and Fe–Fe pairs are
found. As a negative SRO suggests ordering and a positive
SRO indicates clustering, the results display notable devi-
ation of disorder in HEAs. Such local ordering in HEAs
is also directly imaged by recent advanced experimental
techniques [25].

It has been demonstrated that disorder and SRO have con-
siderable influences on the properties of HEAs. In the CoCrNi
medium entropy alloy, SRO changes the electronic density of
states near the Fermi energy, affecting electronic transport.
Besides, SRO can reduce the configuration entropy by about
26% [24]. The degree of SRO can also affect the intrinsic and
extrinsic SFEs. Depending on the degree of SRO, the intrinsic
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SFE can increase from –43 to 30 mJ/m2, while the extrinsic
SFE increase from –28 to 66 mJ/m2. The local ordering can
further induce local traps for dislocations that strongly affect
the dislocation pathways in slip, faulting, and twinning, in-
creasing the lattice friction against dislocation motion via a
nanoscale segment detrapping mechanism [13]. Indeed, the
hardness and planar slip in HEAs can be enhanced by pro-
moting SRO [25]. Therefore, manipulating the degree of local
ordering may be an effective way to control the properties
of HEAs.

Defect properties in materials highly rely on their local
environments. In HEAs with different elements, the energetics
of defect formation and migration, and the resulting defect
diffusion, are fundamentally different from conventional pure
metals. It has been shown that defect energies exhibit distribu-
tions in HEAs [9]. Because of disorder, diffusion of vacancies
and interstitials proceeds through a chemically biased mecha-
nism [26,27]. Besides, the migration mode of defect clusters
may become complicated compared to conventional metals
[14]. These above-mentioned features are all related to the
compositionally disordered states. As defect properties are
strongly dependent on the local environments, the way of
elemental arrangement, especially short-range local ordering,
will exert a profound influence on defect properties and defect
evolution in HEAs. Nevertheless, little is known regarding the
effects of local ordering on defect evolution in HEAs.

In this work, we study the role of chemical disorder and
local short-range ordering on defect diffusion mechanism in a
CuNiCoFe HEA. This system is chosen because of its promi-
nent Cu segregation behavior [28,29], which is an ideal system
for analyzing the effects of local ordering. We compare the
results from three models: the model described by an average
atom potential, the model with a random arrangement of el-
ements, and the model with local ordering. The diffusion of
point defects and defect clusters in these three models is then
simulated through molecular dynamics (MD). By comparing
the results obtained from these three systems, we reveal the
effects of disorder and local ordering on defect dynamics in
HEAs. Our results suggest that chemical fluctuations and SRO
play significant roles in influencing defect evolution in HEAs.

II. METHOD

MD simulations were performed using the LAMMPS soft-
ware [30]. The interatomic potentials were modeled based on
the embedded atom method (EAM) potential parameterized
by Zhou et al. [31]. This set of potential has been extensively
used to study different properties of concentrated alloys [32]
and the HEA considered here [29,33]. Specifically, this po-
tential correctly reproduces Cu segregation in the CuNiCoFe
alloy, consistent with experiments [28]. Besides, the predicted
lattice constant of CuNiCoFe is 3.572 Å, in good agreement
with the experimental value of 3.60 Å based on the x-ray
diffraction experiment [28]. The average atom potential was
constructed following the previous method [34]. The average
atom model represents the average properties of the random
alloy, such as modulus and defect energies, but without chem-
ical fluctuations. By comparing the average model with the
random alloy model, the effects of the chemical disorder can
be elucidated. The performance of the average potential for

FIG. 1. The SRO parameters for the random (a) and local order-
ing (b) model, respectively. The local ordering model is built through
our MC procedure. Note the different scales of the y axis in these
two subplots, which demonstrate that SRO parameters in the random
model are all around zero, while high values of SRO parameters are
found in the local ordering model.

the considered HEA has been well tested in our previous
study [35].

For the system with local ordering, we combine the
Monte Carlo (MC) method with molecular statistics to gen-
erate the configurations at a low temperature of 500 K to
highlight the local ordering effects [36]. The obtained Warren-
Cowley short-range order parameters [37,38] are summarized
in Fig. 1, which clearly shows Cu segregation after MC swaps,
in good agreement with experimental observations [28].

Thermally-activated diffusion of point defects was simu-
lated in a 10×10 × 10 FCC supercell with periodic boundary
conditions, while a larger 20×20 × 20 FCC supercell was
used for diffusion of defect clusters. We employed the NPT
ensemble with the temperature and pressure controlled by the
Nosé-Hoover thermostat and barostat, respectively [39]. The
timestep was set to 1 fs. For each set of conditions, i.e., defect
type (vacancy or interstitial), temperature, and local ordering,
the total simulation time was around 200–500 ns. The dif-
fusion of point defect and defect clusters containing from 2
to 30 defects was simulated in the temperature regime from
900–1500 K. During diffusion, the atomic square displace-
ments (ASDs) of all the atoms were obtained, which were
used to calculate the tracer diffusion coefficients D∗ by

D∗ = 1

cd

〈R2〉
2nt

, (1)
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where 1
cd

is the concentration of defects included in the sim-
ulation box, 〈R2〉 is the squared displacement for all atoms
in the system, t is time, and n is the dimensionality of the
diffusion object. For point defects, it is well defined that n = 3
for their 3D motion. However, for defect clusters, the dimen-
sionality depends on cluster size, as will be presented in the
next section. The obtained diffusion coefficients at different
temperatures T were used to fit the Arrhenius law:

D∗(T ) = D0 exp

(−Ea

kBT

)
, (2)

where D0 is the pre-exponential factor and Ea is the acti-
vation energy for diffusion. Note that for MD simulations
as carried out in this study, the effects of lattice vibration
are taken into account through dynamical trajectories ob-
tained at different temperatures. Therefore, the contribution of
vibrational entropy of the entire system at the stable and tran-
sition states is included in the Ea deduced from temperature-
dependent D∗(T ).

The defect trajectory during diffusion was recorded as a
sequence of defect positions after each jump. To detect the
instant defect position, the Wigner-Seitz (WS) cell defect
analysis was used, as implemented in the Ovito software [40].
Vacancies and interstitials were identified as zero or more
atoms within a WS cell, respectively. The position of point
defects was directly assigned as the coordinate of the WS
cell. For clusters, we calculated their center of mass (COM)
positions based on the coordinates of all WS cells in which
they reside. In the simulations, we monitored the defect po-
sition every 0.4 fs, which was fine enough to ensure every
jump was accounted for. The clusters were tracked constantly
to make sure that they had not dissociated by checking the
furthest distance between any two atoms within the cluster.
The simulation was stopped if dissociation was detected. To
obtain good statistics, the number of defect jumps was more
than 104. With the recorded defect trajectory, the correlation
factor for defect jumps can be calculated by [41]

fC = 1 + cos �

1 − cos �
, (3)

where � is the angle between two consecutive defect jump
vectors. In crystalline materials, the defect motion can be
decomposed into jumps with the same length (the first nearest
neighbor, 1 nn, distance �). Therefore, the defect diffusion
coefficient can be calculated by [41,42]

Dν
d = fCν

�2

2n
, (4)

where ν is the jump frequency, which can be extracted from
MD simulations. It has been established that the temperature
dependence of ν can be described by the Arrhenius relation,
i.e., [43]

ν = �0 exp(−E∗
a /kBT ), (5)

where �0 is the defect jump attempt frequency, E∗
a is the ef-

fective activation energy for diffusion determined from jump
frequency, which may be different from that derived from
temperature dependence of D∗ and Dd .

The recorded defect trajectory can be decomposed into
shorter segments to calculate defect diffusivity (Dd ) with high

statistical significance [43,44],

Dd = 1

Nseg

∑ 〈R2
i 〉

2ntseg
, (6)

where Nseg is the number of segments with the same num-
ber of jumps with a duration tseg. An example of processing
the diffusion of a point defect in the average atom model is
provided in the Supplemental Material (Fig. S1 [45]). With
a longer segment length, Dd converges quickly and satu-
rates to a steady value, which is used to obtain Dd values
at different temperatures. With the obtained D∗ and Dd , the
tracer correlation factor ftr can be calculated by ftr = D∗/Dd ,
which measures the efficiency of the moving defect to produce
atomic displacements, i.e., mass transport.

To understand the diffusion mechanism, defect properties
were assessed by calculating their formation and migration
energies. Formation energies were calculated by

E f = Ed − Ep ± �iniμi, (7)

where Ed and Ep are the energies of defective and perfect
supercells respectively, ni is the number of removed (+) or
added (–) elements in order to create vacancies or interstitials,
and μi is the chemical potential of corresponding element
type associated with the defects. In this work, the chemical
potentials were calculated using the substitution method [9].
The energies were calculated in a 10×10 × 10 FCC super-
cell containing 4000 atoms. Around 3000 defect energies
were calculated in each case to sample the effects of local
atomic environments. The converge criteria were 10−20 and
10−15 eV/Å for relative energy change and atomic force,
respectively. The migration energies were determined using
the climbing-image nudged elastic band (CI-NEB) method
[46] as implemented in LAMMPS, using the “quick-min”
damped minimization algorithm with a time step of 0.01 fs
and a total of 15 intermediate images. The force convergence
criterion in NEB calculations was 1×10−6 eV/Å. Around
1000 configurations and NEB barriers were modeled for
each case.

III. RESULT

A. Point defect

We first present the thermally-activated diffusion results
of point defects. The tracer diffusion coefficients of single
vacancy and interstitial are obtained directly through Eq. (1).
The results are provided in Fig. 2 for the three models con-
sidered here: average atom model, random model, and SRO
model. For both vacancy and interstitial, it is seen that D∗
in the SRO model is the lowest at low temperatures, then
in the random model, and finally the average-atom model.
Therefore, this result indicates that local ordering strongly
suppresses the diffusion of point defects in HEAs. When
the temperature is high, D∗ in the SRO and random model
becomes close to each other, suggesting that the diffusion is
dominated by temperature effects rather than local ordering
effects. Overall, disorder reduces atomic transport in HEAs,
as D∗ in the average-atom model is the highest among the
temperature range investigated.

103604-3



SHIJUN ZHAO PHYSICAL REVIEW MATERIALS 5, 103604 (2021)

FIG. 2. Calculated tracer diffusion coefficient (left column) and
defect diffusion coefficient (right column) for a point defect (single
vacancy [(a),(c)] and interstitial [(b),(d)]) in CuNiCoFe based on
the three different models: average atom model, random model, and
SRO model.

The sequence of the relative magnitude of defect diffusivity
(Dd ) in these three models is different from D∗ for vacancies,
as shown in the right panel of Fig. 2(c). Specifically, Dd for a
vacancy in the SRO model is higher than in the random and
average model. For interstitials, a consistent trend is found
between Dd and D∗. The results further confirm that vacancy
mediated diffusion in HEAs with SRO is ineffective in impart-
ing atomic transport due to the lower ratio of ftr = D∗/Dd .

The activation energies derived from Arrhenius fitting are
also presented in Fig. 2. The trend of activation energies from
D∗ and Dd is consistent. For vacancy, the activation energy
decreases from the average-atom model to the random model
and then the SRO model. The reverse trend is found for single
interstitial, where the activation energy increases, and it is
the highest in the SRO model. As the activation energy is
relating to the formation and migration energy of defects, the
results here indicate that variation of local environments may
have great influences on defect energies. Interestingly, such
trend is consistent with previous comparisons on migration
energies between HEAs and pure metals [7,9], though the
average model represents the average properties of the random
HEA. Therefore, the results here highlight the role of chemical
fluctuations in dominating diffusion of HEAs.

In the averaged-atom model, defect jumps to the 12 first
nearest-neighboring sites are equally probable since there
are no differences among them. However, defect jumps are
chemically biased in the concentrated alloys, relating to pref-
erential binding between the defect and lattice atoms [26].
As a result, the jump direction is restricted, and there is a
strong correlation between successive defect jumps. In this
case, a defect has a high chance to jump back to its original
position, reducing atomic transport. The correlation factors of
defect jumps in vacancy and interstitial diffusion for the three
considered models are provided in Fig. 3. The results confirm
that defect jumps in the random and SRO models are highly

FIG. 3. Correlation factors for defect jumps during diffusion of a
vacancy and interstitial in the three considered models.

correlated; the correlation factors are lower than those in the
average-atom model. The lower correlation factor in these
two models contributes to the reduced diffusivity, as shown
in Fig. 2.

For both vacancy and interstitial, the correlation factor in-
creases with increasing temperature, consistent with previous
results in concentrated Ni-Fe alloys [27]. Remarkably, the
correlation factor in our average-atom model follows the same
trend as that in the random and SRO model, especially for
interstitials. This is in contrast to those in pure metals such
as Ni and Fe, where the correlation factor decreases with
increasing temperature. Therefore, our results suggest that the
average-atom model bearing the signature of the chemical
disorder can reproduce the essential feature of HEAs, though
there are large differences in the magnitude of correlation
factors due to their differences in diffusivity (Fig. 2).

To further reveal the diffusion mechanism of interstitials,
we analyze the composition of interstitial dumbbells during
diffusion. The fractions for each dumbbell composition are
shown in Fig. 4. For both the random and SRO model, Ni-Co,
Ni-Ni, and Cu-Ni are the most abundant dumbbell composi-
tions. Nonetheless, the relative abundance is different in the
random and SRO models, especially at low temperatures. In
the random model, the Ni-Ni dumbbells are observed most
frequently, whereas Cu-Ni dumbbells are found more in the
SRO model. This observation is related to the local ordering
induced by Cu segregation in the considered CuNiCoFe HEA.

The activation energy for vacancies and formation ener-
gies for interstitial dumbbells are calculated to understand
the above observations. In the average atom model, defect
energies are single values, while distributions are expected in
the random and SRO HEAs. For vacancy migration, it is well
known that the activation energy is the sum of the vacancy
formation energy and corresponding migration energy. The
distributions shown in Fig. 5 suggest that the V-Cu exchange
exhibits the lowest activation energies among the four types
of lattice atom-vacancy exchanges. Therefore, a vacancy will
prefer to exchange position with Cu lattice atoms. Compared
to the lattice atom-vacancy exchange in the average atom
model, almost all the V-Cu exchanges exhibit lower activation
energies. With the development of SRO due to Cu segregation,
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FIG. 4. Fraction of different dumbbell compositions during inter-
stitial diffusion at different temperatures in the random (a) and SRO
(b) model.

it is found that the activation energies of the V-Cu exchange
increase, whereas those for other types of exchanges decrease
slightly. Since the activation energy for the dominant V-Cu

FIG. 5. Calculated activation energies for vacancy (left) and for-
mation energies for interstitials (right) in the random and SRO model.
The dotted line denote the values in the averaged atom model. The
averaged values for each defect type are also shown.

exchange increases, the diffusion coefficients in the SRO
model are lower at low temperatures, consistent with Fig. 2.
However, the activation energies derived from Arrhenius re-
lation decrease with SRO (Fig. 2), which can be understood
by the broader distribution in Fig. 5(b) compared to Fig. 5(a).
Specifically, there are more low-energy states resulting from
V-Cu exchanges. As vacancy favors to hop into the sites with
lower barriers, this low-energy portion dominates the vacancy
jumps during diffusion.

For interstitials, their formation energies determine the sta-
bility of different dumbbell compositions. During diffusion,
the dumbbells with lower formation energies are dominant,
which govern the chemically biased diffusion [26]. In both
the random and SRO models, we find Ni-Co, Ni-Ni, and
Cu-Ni compositions indeed exhibit lower formation energies,
in accordance with the results in Fig. 4. On the other hand, the
higher formation energies for Fe-Fe dumbbells are consistent
with the low fraction of Fe-Fe during diffusion. As Cu-related
dumbbells exhibit lower formation energies, aggregation of
Cu in the SRO model would facilitate the directional diffusion
of interstitial, resulting in strong trap effects. For instance, the
formation energy of Cu-Cu decreases from 3.46 to 3.42 eV
from the random to SRO model. This accounts for the
lower diffusivity in the SRO model compared to the random
model (Fig. 2).

The above results suggest that chemical fluctuation in
HEAs results in fluctuations in defect energies, leading to
a rough energy landscape. Compared to the average-atom
model, which includes the effects of the chemical disorder, the
fluctuation can strongly affect atomic transport. In the present
HEA, we find slower dynamics in the random HEA compared
to the average atom model. The development of short-range
order can further affect defect dynamics by influencing defect
energetics. In particular, defects are biased to the energetically
favorable Cu-related defects, which strengthens the drag ef-
fects on diffusion, especially for interstitials.

During MD simulations, atomic transport mediated by de-
fects will lead to atomic rearrangement, which may lead to
a change of the disorder states. To evaluate diffusion coeffi-
cients, we have adopted high temperatures in order to sample
enough defect jumps. The considered temperature is above
the order-disorder transition temperature for the HEA. There-
fore, the system tends to be in disordered states after long-time
defect diffusion.

B. Interstitial clusters

We now turn to the diffusion of interstitial clusters. Before
studying the diffusion properties, we first calculate the for-
mation energy of interstitial clusters in the considered HEA,
as shown in Fig. 6. Following previous studies, we create
interstitial clusters in the {111} plane, which is a common
habit plane of interstitial clusters in FCC crystals [47]. The
atoms are randomly assigned with different elemental species
to model the disordered states. For each cluster size, a total
of 2000 calculations are carried out, and the energy distribu-
tion is obtained. For comparison, the values obtained in the
average atom model are also displayed.

As excepted, Fig. 6 shows that the formation energy of
clusters decreases with increasing cluster size, suggesting that
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FIG. 6. Formation energies (eV/defect) of interstitial defect
clusters in the considered HEA with random elemental arrange-
ment. The dotted line represents the results obtained in the average
atom model.

large clusters are more stable. Generally, the results in the
average atom model reside in the center of the distribution,
representing an averaged result from the random arrangement
of different elements. Besides, the width of the distribution
becomes smaller with increasing cluster size, which may be
due to the average effect. It is worth noting that there is a con-
siderable portion of lower formation energies in the random
alloy for each cluster type, dictating higher stability of these
configurations compared to the averaged model. Therefore,
clusters in HEAs may reside in energetically more favorable
states. This observation will have a profound impact on diffu-
sion kinetics.

The diffusion of interstitial clusters is compared in the
three models considered. The ASDs for all studied clusters
with 2, 5, 9, 15, 20, 25, and 30 interstitials at 1000 and 1200 K
are provided in the Supplemental Material [45]. Depending on

cluster size and temperature, the diffusion mode of interstitial
clusters is different.

1. Fully 3D motion

Clusters with 2 and 5 interstitials migrate through a com-
plete 3D manner in all the considered models, i.e., average,
random, and SRO models. However, di-interstitial in the av-
erage model is highly unstable; it disintegrates after 60 ps
at 1000 K. In contrast, the cluster is stable in the random
and SRO model for all the 100 ns simulated here. This fact
is related to their different formation energies, as shown in
Fig. 6. In the random and SRO model, the di-interstitial may
exhibit remarkably low energies than in the average model.
Therefore, fluctuation in chemical occupancy and associated
lattice distortion help stabilize the cluster.

The penta-interstitial is found stable in all these three mod-
els at 1000 K, but get dissociated at 1200 K. The ASDs for
I2 and I5 exhibit nearly linear relation with simulation time,
an indication of long-range atomic transport due to the 3D
motion of clusters (see Supplemental Material [45]).

2. 1D motion

For clusters with 9 or more interstitials, we observe that
their diffusion is dominated by 1D motion. Comparison
among the three considered models, we find the local ordering
can act as a trap site for interstitial clusters. A typical example
is shown in Fig. 7 for an I15 cluster, where the trajectory of the
cluster is illustrated in the average, random, and SRO models.
In the average atom model, the cluster goes through 1D mo-
tion along the [110] direction for the whole 100 ns simulated
at present MD. In the random model, the cluster also diffuses
through 1D mode, but the diffusion becomes retarded; the
cluster is trapped at certain sites for a long time, readjusting
itself for further diffusion. In contrast, in the SRO model, the
cluster just gets stuck for a long time in the lattice, not far
from its original location. This comparison demonstrates that
chemical fluctuations in occupancy can trap cluster motion.
Particularly, local short-range ordering has stronger effects on
confining the long-range diffusion of clusters.

Such observation can be traced back to the local atomic
environments surrounding the cluster during diffusion. To this
end, we calculate the number of different elements surround-
ing every atom in the cluster within a 5 Å radius. The results
obtained in the random and SRO model are provided in Fig. 8.
It can be seen that along with simulation time, the number
of different elements surrounding the cluster in the random
HEA is variable depending on the location of the cluster.
However, in the SRO model, the local atomic environments
only undergo minor changes, acting as barriers for diffusion.
Specifically, there is a slight increase of Ni and Fe atoms at
around 50 ns, whereas Cu atoms decrease at the same time.
Therefore, the cluster is stuck under fewer Cu and more Ni/Fe
environments. Such behavior is related to the disorder induced
energy variations. Due to chemical disorder, formation en-
ergies of clusters exhibit distributions (Fig. 6). The relation
between the obtained energies with the composition and lo-
cal environments of clusters is provided in the Supplement
Material [45], which suggests that increasing Cu either in the
cluster composition or local atomic environments increases
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(e) (f)

(a)

(c)

(b)

(d)

FIG. 7. Trajectory of a I15 interstitial cluster simulated at 1000 K
in the average atom model, random model, and the SRO model. The
elemental distribution is shown on the left, with red balls representing
Cu. The trajectories are given on the right.

the formation energy of interstitial clusters. In contrast, the
cluster favors the atomic environments with fewer Fe/Ni/Co
atoms. Therefore, if the clusters are positioned at local regions
surrounding Fe/Ni/Co atoms, they will be rather stable and
difficult to jump out, resulting in trapping effects. With local
ordering induced by the segregation of Cu, the clusters have
a higher chance to encounter such local regions surrounded
entirely by Fe/Ni/Co instead of Cu. As a result, the cluster
motion is more likely to be trapped in these regions due
to SRO.

3. Diffusion kinetics

The jump frequency and correlation factor for all the
considered interstitial clusters are summarized in Fig. 9 and
Fig. 10. The jump frequency can be fitted with the Arrhenius
relation, as shown in Eq. (5). In all three models, the jump fre-
quency is higher for smaller clusters. As discussed by Osetsky
et al. [44], large interstitial clusters move by random jumps of
their constituent interstitials; thereby, it is difficult for larger
clusters to move by the jump distance �, leading to their
lower jump frequencies. Among these three models, we find

FIG. 8. Evolution of local atomic environment of a I15 cluster at
1000 K in the random model (left) and the SRO model (right). The
number of different elements surrounding every atom in the cluster
within a 5 Å radius is shown (the atoms in the clusters are excluded).

that the jump frequencies are similar for the interstitial cluster
with the same size, especially in the average atom model
and the random HEA. The jump frequencies are lower in the
HEA with SRO due to the trapping effects as described in
Fig. 7. The obtained activation energies are shown in Table I,

TABLE I. Activation energies (in eV) and attempt jump fre-
quencies (in THz) from the Arrhenius treatment of cluster jump
frequencies.

Ave Rand Sro

cluster E∗
a �0 E∗

a �0 E∗
a �0

I2 0.023 2.567 0.046 3.262 0.040 3.413
I5 0.026 1.603 0.043 1.807 0.024 1.399
I9 0.033 1.882 0.043 2.070 0.061 2.527
I15 0.035 1.622 0.061 2.310 0.037 1.587
I20 0.043 1.788 0.052 1.888 0.072 2.474
I25 0.045 1.593 0.054 1.791 0.049 1.566
I30 0.047 1.631 0.065 2.189 0.069 2.015
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FIG. 9. Jump frequency of interstitial clusters with different sizes
in the average atom model (a), random HEA (b), and the HEA with
local ordering (c).

which suggest a higher E∗
a in the HEA with random and SRO

arrangement than in the average atom model.
Although the differences in jump frequencies are small in

these three models, we discover a distinct trend of correla-
tion factors. The obtained correlation factors are scattered, as
shown in Fig. 10. A reverse trend is noticeable when com-
paring results in the average atom model and the HEA. Our
correlation factors in the average atom model are consistent
with the previous results calculated in pure Cu or pure Fe [44],
representing universal correlation properties in pure metals.
Specifically, the correlation factor is remarkably higher than
unity for all the clusters, indicating the same jump direction
between successive jumps, which is in line with the trajec-
tory analysis in Fig. 7. In the HEA with random and SRO
arrangement, it is found that the correlation factor increases

FIG. 10. Correlation factor of interstitial clusters with different
sizes in the average atom model (a), random HEA (b), and the HEA
with local ordering (c).

with increasing temperature. A similar trend is also observed
in random alloys for single interstitials. In addition, the corre-
lation factor is lower in the HEA with SRO, an indication of
the dominance of backward jumps, which restrict the long-
range diffusion of interstitial clusters. These results are in
accordance with defect trajectories in Fig. 7.

The above observations can also be apprehended from the
ASDs (see in Supplemental Material [45]). For these clusters,
the ASDs in the average model show fluctuation, increasing
for a short time and decreasing to 0. This is induced by
the 1D motion along the [110] crystalline direction of the
clusters. For the random and SRO model, the ASDs keep
constant for most of the simulation time, dictating a trap
effect. Note that for larger clusters such as I25, dissociation
is observed in the averaged model but not in the random and
SRO models.
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FIG. 11. Jump frequency of vacancy clusters with different sizes
in the average atom model (a), random HEA (b), and the HEA with
local ordering (c).

C. Vacancy clusters

In this section, we discuss thermal-activated vacancy
cluster diffusion properties. The diffusivity of vacancy clus-
ters is usually orders of magnitude lower than interstitial
clusters, especially for clusters with a higher number of va-
cancies. Therefore, we only consider the diffusion of small
vacancy clusters, i.e., V2, V5, and V10. The jump frequency
of these three clusters in the average atom model, random and
local ordered HEAs are provided in Fig. 11. In the average
model, the temperature dependence of jump frequency can be
described by the Arrhenius relation [Eq. (5)]. In contrast, the
vacancy migration is strongly delayed in the random HEA,
and can be further suppressed in the HEA with SRO. This
trapping effect is more pronounced at low temperatures, in
line with the observation of the case of interstitial clusters. The
diffusion of cluster is initiated by the movement of defects in
the rim. Due to the chemical disorder and local ordering, long-

range migration of individual defects is difficult, resulting in
strong correlations and lower diffusivities. In particular, the
cluster may diffuse for a short distance, after which it gets
stuck by local ordering, leading to the non-Arrhenius kinetics
of diffusion for this intermittent migration mode. The results
thus indicate that local ordering can both affect the diffusion
mode of interstitial and vacancy clusters.

IV. DISCUSSION

We have employed MC, MD, and molecular statics (MS) to
investigate the effects of disorder and local ordering on defect
diffusion properties in a HEA. The local ordering structure
is obtained through the MC procedure. Based on different
structural models, i.e., average atom model, random model,
and SRO model, MD simulations are performed to study
diffusion dynamics. The underlying mechanisms for diffusion
are further elucidated by MS on defect energetics. Combining
these efforts, we underline the crucial role of disorder and
local ordering on defect behavior in HEAs.

The average atom model bears the average properties of
the random HEA. Specifically, the formation and migration
energies of defects in the average model are equal to the aver-
aged values from the energy distributions in the random HEA.
Therefore, the differences in diffusion kinetics, as studied
here, are entirely attributed to the chemical fluctuations inher-
ent in the random HEA because of the random arrangement of
different elements and associated local lattice distortions. Our
results suggest that such fluctuation has significant influences
on defect diffusion. For point defects, we show that vacancy
motion is promoted by the chemical disorder, whereas inter-
stitial motion is suppressed (Dd in Fig. 2). For clusters, they
tend to be trapped in local energy configurations, reducing
jump frequency and lowering the correlation factor, both of
which leading to retarded diffusion of clusters. When local
ordering develops, the trapping effects are more pronounced,
suggesting a larger influence on the diffusion mode of defect
clusters.

The diffusion of interstitial and vacancy defect and defect
clusters have profound consequences in the microstructure
evolution under irradiation. Previous results have shown that
HEAs demonstrate outstanding irradiation resistance, exhibit-
ing discretely distributed smaller defects compared to pure
metals [6–8,14]. It has been increasingly realized that such ir-
radiation tolerance cannot be attributed to the primary damage
stage, but rather due to different defect evolution mechanisms
in HEAs [10]. In fact, similar threshold displacement energies
are found for HEAs, suggesting comparable defect production
according to the Norgett, Robinson, and Torrens (NRT) theory
[48–50]. Therefore, elucidating the effects of chemical disor-
der on defect evolution is the key to uncovering the irradiation
damage mechanism of HEAs. Usually, point defects in materi-
als exhibit 3D motion, whereas defect clusters show 1D glide.
Our results in the average atom model agree with this picture,
where 3D and 1D motion are observed depending on defect
sizes. By considering the chemical fluctuation in occupancy
and associated local lattice distortion, we reveal that defect
migration is suppressed because of the low jump frequency
and strong correlation. Such local pinning effects delay the
motion of both interstitial and vacancy clusters, responsible
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for the reduced defect clusters as observed in experiments.
Notably, such trap effects are more prominent in HEAs with
SROs. Although the degree of order may be altered for dif-
fusion simulations at high temperatures, our results suggest
that there are still strong trapping effects due to SRO, which
is caused by the SRO-modified defect energetics. Therefore,
SRO is a significant structural feature in HEAs to modulate
defect cluster migration.

The diffusion mode of defects clusters, especially for the
fast diffusing interstitial clusters, is one of the most critical
parameters governing the irradiation response of materials.
The dimensionality of the motion of interstitial clusters is
a fundamental prerequisite input for models describing mi-
crostructural evolution [43,44,51–54]. Our results suggest that
local ordering can profoundly affect cluster motion, restrict-
ing their long-range diffusion. Particularly, we show that the
cluster diffusion in the average atom model and random HEAs
exhibit the same migration mode for clusters with the same
size in terms of 3D or 1D. Nevertheless, the presence of
chemical fluctuation in HEAs remarkably reduces the mean
free path of cluster motion either in 3D or 1D, thus lowering
its interaction cross section with other defects. Our analysis
reveals that both jump frequencies and correlation factors are
significantly lower due to the chemical fluctuation-induced
energy distribution. Besides, local ordering can reinforce such
effects. Such SRO induced cluster trapping can well explain
the isochronal annealing behavior in HEAs, where the electri-
cal resistivity increase due to neutron radiation shows no sign
of change up to an annealing temperature of 973 K [55].

In HEAs, it has been demonstrated that local chemical
ordering has significant influences on defect behavior [13,56].
For example, SRO can enhance the roughness of the energy
landscape for dislocations and raise the activation barriers,
leading to a nanoscale trapping/detrapping motion of dislo-
cations [13]. Our results on defect clusters are consistent with
the findings for dislocations, in which SRO acts as local trap
sites. This is reasonable since large clusters can transform to
dislocations under external stimuli such as high temperature
or stress. Hence, the present study shows that the effects
of SRO are common for clusters with different sizes. The
appearance of local ordering is governed by interelemental
interactions; local segregation occurs for those elements with

strong, attractive interactions. As a result, the elemental ar-
rangement under SRO is in a low-energy state and stable.
This is the reason for the strong trapping effects of defects at
SRO regions. Our results indicate that SRO can partly freeze
defect cluster motion for both interstitial and vacancy clusters,
which will suppress defect-induced microstructure changes
of HEAs. As SRO can be tuned facilely by alloy processing
procedure, this provides a variable way to modulate defect
diffusion properties and improve the irradiation performance
for HEAs.

V. CONCLUSIONS

In this study, we investigate the role of disorder and lo-
cal ordering on defect diffusion and migration modes in a
CuNiCoFe HEA. By comparing results obtained from an
average-atom potential model, random model, and the model
with short-range ordering, we find that chemical fluctuation
and local SRO suppress atomic transport in HEAs. Due to the
variable local atomic environments, defects can be located at
different energy states. As a result, defects, especially defect
clusters, tend to be traped at those low-energy valleys, leading
to low jump frequencies and high correlation effects. Com-
pared to the suppress defect motion in disordered HEA, the
development of local ordering can serve as stronger pining
points for clusters. These results shed light on the role of local
ordering on defect evolution in HEAs, suggesting that tuning
the degree of SRO can be an effective way to control defect
evolution of HEAs.
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