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In this progress report, we examine recent efforts towards the introduction of magnetic order into topolog-
ically nontrivial systems through magnetic proximity effects, with a particular emphasis on the methods of
characterizing magnetization induced at the interface. We focus on the challenges associated with comparing
magneto-transport measurements with magnetic scattering and spectroscopy techniques, considering the limita-
tions and potential artifacts associated with topological insulator heterostructures. Taking the (Bi, Sb)2(Se, Te)3

family of three-dimensional topological insulators as an example, we discuss the results associated with a wide
range of magnetically ordered reservoirs and highlight the wide discrepancies in reported magnetic proximity
effect strengths detected using different characterization techniques. Finally, we discuss the outlook of magnetic
proximity effects in topological insulator heterostructures as a route towards a higher-temperature quantum
anomalous Hall effect.
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I. INTRODUCTION

Topologically nontrivial systems have emerged in the past
decade as an exciting new frontier in condensed matter
physics research, exhibiting novel quantum effects with the
potential to revolutionize quantum computing and next gener-
ation spintronics [1–11]. Typical examples such as topological
insulators (TIs, e.g., Bi2Te3), topological crystalline insulators
(e.g., SnTe), Chern insulators [e.g., Crx(Sb, Bi)2−xTe3], Weyl
semimetals (e.g., TaAs), and Dirac semimetals (e.g., Na3Bi,
Cd3As2) host nontrivial topology in their electronic band
structures with unconventional linear responses in their bulks
and anomalous gapless states at their boundaries [12–19]. The
first three are gapped bulk insulators, and can be quantified by
topological invariants such as the Z2 invariant, with a value
of either 0 or 1, or a Chern number, with a value of either
0 or ±1, ±2, etc. [1,2]. In contrast, the last two are gapless
semimetals with crossings between the conduction band and
valence band, which can be characterized by the number
and type of these band crossings [8–11]. The value of the
topological invariant, which depends on the dimensionality
and the symmetries of the system, consequently allows the
classification of topologically trivial and nontrivial systems. In
this progress report, we focus on the insulator systems whose
topologies depend on the wave functions of their valence
bands in the entire Brillouin zone.

Among the foremost goals of research into topological
matters is the extension of novel quantum phenomena such
as the quantum anomalous Hall (QAH) state to more accessi-
ble, technologically relevant temperature regimes. This state
originates in the gap opened in the surface states of a TI

through time reversal symmetry breaking, which allows the
manifestation of dissipationless chiral edge currents and an
insulating bulk [20–22]. A quantum system that can accom-
modate such a state is thus referred to as a QAH insulator or
Chern insulator since the edge state can be characterized by
the Chern number. A QAH insulator can be realized in a TI
in which time-reversal symmetry is broken by perpendicular
long-range magnetic order, which may be introduced through
three schemes:

Scheme I: The introduction of magnetic dopants, such as
Cr or V, into a TI, e.g., (Bi, Sb)2Te3 [22–25].

Scheme II: The magnetic proximity effect (MPE), in
which a net magnetization is induced by interfacing a TI (most
commonly a thin film) with a reservoir of magnetic order with
perpendicular magnetic anisotropy (most commonly a thin
film but sometimes a cleaved single crystal) [26–49].

Scheme III: Fabrication of a stoichiometric TI with an
intrinsic magnetic order, e.g., MnBi2Te4 [50–52].

While stabilization of the QAH effect primarily requires
the breaking of time-reversal symmetry, which in principle
can be readily fulfilled by the development of perpendicu-
lar ferromagnetic order, the magnetic ordering temperatures
are surprisingly at least one order of magnitude higher than
the temperature at which the QAH effect is observed. For
example, magnetically doped TIs supporting the QAH effect
generally exhibit Curie temperatures (TCs) between 10 K and
30 K, but the QAH effect in such systems remains limited to
temperatures below 2 K. This low temperature limit greatly
hinders the further development and application of QAH
insulators.
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More specifically, the highest QAH temperatures so far
realized through the aforementioned three schemes of dop-
ing, proximity, and intrinsic magnetic order are 2 K, 0.1 K,
and 1.9 K, respectively; none of which exceed even liquid
helium temperatures [48,53,54]. While the factors hindering
realization of the QAH effect at higher temperature are not yet
fully understood, the reduced temperature is most commonly
attributed to two mechanisms.

(1) Spatially inhomogeneous distribution of the ex-
change gap: The exchange gap has been reported to be in the
range of 30 meV–50 meV, in principle large enough to enable
manifestation of the QAH effect at high temperature [55,56].
However, the random distribution of the magnetic dopants
that couple to the surface Dirac electrons can result in a
spatial fluctuation of the magnitude of the exchange gap [57].
Such a fluctuation may shrink the overall effective exchange
gap and require a lower temperature to overcome thermal
fluctuations. On the other hand, precise, uniform control of
atomic-site substitution of the magnetic dopant remains a
challenge. A recent first-principles calculation points out that
the formation energy of the magnetic dopant (e.g., Cr) leads
to preferential substitution on the Bi site rather than Sb, which
implies a complex set of competing mechanisms influencing
the inhomogeneity of the exchange gap in the QAH insulator
Crx(Bi, Sb)2−xTe3 [58].

(2) Trivial transport paths in the bulk arising from
defects and impurities: Scanning tunneling microscopy stud-
ies have observed BiTe or SbTe antisites, Sb/Bi vacancies
within the TI matrix, and magnetic dopant antisites (CrTe,
CrBi, or CrSb) [56,59–61]. An excess of such imperfections
introduces chemical disorder in TIs which then deviates from
the ideal chemical composition and crystalline structure. This
may occur at concentrations such that they overwhelm the
defect tolerance of the topological protection and lead to
the formation of parasitic conduction channels in the bulk of
the TI [53]. Alternatively, additional states or bands will form
near the Fermi level within the exchange gap due to these
defects and impurities, which will also reduce the magnitude
of the effective exchange gap [60].

The two mechanisms discussed above commonly occur
in the doped TIs of Scheme I, although modulation doping
geometries have already been shown to significantly improved
the situation [53,62]. With a sufficiently uniform high-quality
interface, TIs of Scheme II may in principle largely avoid
the challenges associated with inhomogeneity but so far a
satisfying magnet for proximity remains elusive. Although
the QAH effect has been achieved by interfacing (Bi, Sb)2Te3

with Cr-doped ZnTe, the Cr dopants in ZnTe also introduce
inhomogeneity [48]. Hence, the temperature to realize the
QAH effect by MPE in this heterostructure remains as low as
0.1 K, much lower than the Curie temperature of Cr-doped
ZnTe (60 K). It is believed that TIs of Scheme III should
avoid all of these problems. However, similar antisite defects
associated with metal substitutions of Te (e.g., BiTe/MnTe)
and intermixing between the metals (i.e., BiMn and MnBi) are
observed extensively in MnBi2Te4, which similarly results in
spatial fluctuations in the local density of states and the ex-
change gap near the Fermi level [63,64]. Consequently, even
when examining a nominally stoichiometric TI with intrinsic
magnetic order, the manifestation temperature of the QAH

effect remains much lower than the Néel temperature of the
TI (25 K). In short, it seems that the above two mechanisms
cannot currently be fully addressed by either Scheme I, i.e.,
the magnetically doped TI, or Scheme III, i.e., the stoichio-
metric TI.

There is therefore considerable interest in stabilizing a
high-temperature magnetic phase in TIs through Scheme II,
the MPE, in which a magnetization is induced/enhanced
across the interface of a heterostructure between a magnet-
ically ordered material and a layer without/with magnetic
order. Highly insulating magnetically ordered layers are
strongly preferred in order to avoid the complexities associ-
ated with current being shunted around the TI layer. A high
Curie or Néel temperature is also desirable in the ordered
layer, in order to avoid limiting the ordering temperature of the
adjacent TI layer being magnetized. Critically, a sufficiently
high-quality interface may allow the introduction of a net
magnetization in the TI without additional defects, preserving
the topological surface states which are of principal interest.
An appropriate substrate or buffer layer with a high Curie
temperature and matched lattice to TIs could minimize im-
perfections from the mismatch. It would be ideal to combine
either the doping or intrinsic order schemes with Scheme II to
achieve a QAH state such that both the magnitude and spatial
uniformity of the exchange gap can be improved through the
assistance of an MPE.

However, despite intensive effort towards the stabilization
of MPEs through interfacing topological matter with mag-
netically ordered reservoirs, a high-temperature QAH state
remains elusive. Indeed, as noted above, the sole example
of proximity-induced QAH effect is limited to temperatures
of 0.1 K or below and suffers from the same inhomo-
geneity as doped and stoichiometric systems [48]. Further,
the literature is extremely disparate and inconsistent, per-
haps owing to the difficulty of unambiguously identifying
the presence of an MPE, let alone understanding the influ-
ence of interfacial defects or uniformity across the interface.
Of particular note is the disagreement between different
techniques, where scattering and spectroscopic approaches
often yield results which are at odds with transport or bulk
magnetometry.

For clear progress to be made in enhancing the strength
and uniformity of the exchange gap induced by magnetic
proximity, the limitations and advantages of various char-
acterization techniques must be clearly understood in the
context of proximity-magnetized TI systems. In this progress
report, we examine the most commonly applied character-
ization techniques used to probe proximity magnetized TI
heterostructures, with a particular focus on the most-explored
(Bi, Sb)2(Se, Te)3 family as a model system. In Sec. II we
discuss the application of magnetometry, transport, neutron,
and x-ray scattering, and magnetic x-ray spectroscopy tech-
niques to the problem at hand. While these are the most
commonly applied approaches, other probes such as second
harmonic generation, muon spin rotation spectroscopy, or
point-contact Adreev reflectivity are increasingly being ap-
plied. These techniques will be discussed in the context of
individual systems in Sec. III, where we examine in detail the
progress made in applying a wide range of magnetic reservoirs
to the (Bi, Sb)2(Se, Te)3 family.
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Throughout the following discussion, we will gener-
ally make the distinction between static and nonequilibrium
MPEs, reflecting the growing concern within the field that the
act of performing measurements meant to characterize MPEs
may in fact induce them during the measurement. This topic
will be discussed in much greater detail in the transport char-
acterization section below, but generally may be understood
in terms of an inverse spin-Hall or nonlocal anomalous Hall
effect leading to magnetoresistance in the presence of current
[65–70]. Generally, when we refer to an MPE without further
qualification, we refer to a static MPE present in the absence
of applied charge current.

This choice of focus and terminology does not by any
means indicate a lack of interest in nonequilibrium proxim-
ity effects in TI heterostructures. Indeed, there is currently
an enormous research effort focused on harnessing current-
induced magnetic coupling effects across TI/magnet inter-
faces for low-power spintronic devices. The large spin-orbit
coupling inherent in systems such as (Bi, Sb)2Te3 provides an
exciting avenue for realizing magnetization switching through
the associated giant spin-orbit or spin-transfer torques [31,71–
78]. For the ultimate implementation of spin-orbit based logic
devices incorporating TI layers, a detailed understanding of
coupling across the interface will be just as critical as it is
in the effort to raise the QAH temperature. Thus, while this
research update focuses primarily on static proximity effects
and their implications for the QAH effect, many of the topics
discussed are relevant for TI-based spintronic devices operat-
ing in a nonequilibrium mode.

II. INTERFACE CHARACTERIZATION
AND CHALLENGES

A. Magnetometry

Direct characterization of MPEs using magnetometry has
long posed particular challenges, as the magnitude of the
induced interfacial magnetization is typically significantly
smaller than and difficult to separate from that of the mag-
netically ordered layer. Quantitative bulk techniques such as
superconducting quantum interference device (SQUID) mag-
netometry and vibrating sample magnetometry (VSM) rely on
induced voltages as a sample position is swept relative to a
SQUID loop or VSM pickup coils, and probe the total mag-
netic moment present in the sample volume [79–81]. These
techniques cannot distinguish between contributions from the
magnetically ordered or nonmagnetic layers, so that studies
using these techniques generally rely on precise volume nor-
malization and reference standards.

Still, a 2020 comparison between VSM and x-ray res-
onant magnetic reflectivity (XRMR) by Moskaltsova et al.
suggested that the strong MPE expected in Pt interfaced with a
ferromagnetic metal can exceed the VSM detection threshold
[82]. While MPEs in TI-based heterostructures are expected
(and typically reported) to be significantly weaker than those
in Pt, bulk magnetometry may still provide insight in cases
where the net magnetization of the magnetically ordered
reservoir is small enough that the proximity-magnetized layer
represents a significant fraction of the total net moment in
the system. Although such situations may be challenging to

FIG. 1. Magnetization vs applied field of a series of Cr-
doped (Bi, Sb)2Te3/CrSb superlattices with increasing number of
superlattice period repeats, collected using SQUID magnetom-
etry. (Inset) Measurement of a control sample of a Cr-doped
(Bi, Sb)2Te3/Undoped (Bi, Sb)2Te3. Use of an antiferromagnet
magnetic reservoir results in the magnetic TI dominating the mag-
netization. Adapted from Q. L. He et al., Nature Materials 16, 94
(2017) [35]. 1 emu/cm2 = 10 A.

realize due to reported threshold effects and linear scaling of
the MPE magnitude with the total proximity reservoir mag-
netization in metal-metal systems, the local orbital overlap
polarization mechanism of MPEs may offer a route around
these limitations [83,84]. Specifically, compensated ferrimag-
nets such as the rare earth garnets or antiferromagnets with
spin-polarized planes at the interface may yield localized
MPEs while contributing negligibly to the net magnetization,
as exemplified by the Cr-doped (Bi, Sb)2Te3/CrSb system
shown in Fig. 1 [35,85]. In such cases, SQUID magnetometry
has been shown to provide useful information on the MPE
[35,36]. Still, many examples of suspected MPEs are expected
to yield signals below the noise floor of all but the most
sensitive modern magnetometry tools.

Magneto-optic Kerr effect (MOKE) magnetometry is an
optical magnetometry technique which is becoming more
widely used in the characterization of MPEs, especially in
layered two-dimensional Van der Walls systems [86–88].
MOKE magnetometry relies on optical methods of resolving
the change in polarization direction (the Kerr rotation) of
polarized light reflected from a magnetic material, often a
thin film [86]. Although less quantitative that either SQUID
or VSM magnetometry, the variance in the optical responses
of different materials allow a greater degree of separation
between the magnetizations of different layers. For example,
in a heterostructure where the magnetically ordered layer
induces an extremely small Kerr rotation, the majority of
the MOKE signal may actually originate in the proximitized
layer. In fact, several studies have made use of the limited
Kerr signal originating in Y3Fe5O12 to directly identify the
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FIG. 2. (a) Applied magnetic field-dependent Kerr rotation asso-
ciated with (a) a bare Y3Fe5O12 film and (b) 8 nm of Bi2Se3 grown
on a Y3Fe5O12 film. A change in the sign of the Kerr rotation is
observed. Adapted with permission from M. Lang et al., Nano Lett.
14, 6, 3459 (2014) [89]. Copyright 2014 American Chemical Society.
1 Oe = 79.6 A/m.

induced magnetization in an adjacent TI layer [30]. Alterna-
tively, in the case of antiparallel coupling shown in Fig. 2,
the two layers may yield opposite sign Kerr effects due to the
relative surface sensitive of a MOKE probe, so that a sign
change is evident upon growth of a proximitized overlayer
[89]. Lastly, the depth sensitivity of MOKE, which uses light
that penetrates approximately 20 nm into a metal film, may al-
low separation of different layer contributions through careful
thickness studies [86]. Even in cases where the MOKE signal
is extremely small or primarily originates in the magneti-
cally ordered layer, high-precision and temperature-dependent
measurements can allow the contribution of an MPE to be
isolated [90,91]. Thus, while much caution must be taken
in the interpretation of magnetometry-based efforts to probe
MPEs, valuable information may be obtained through the
careful application of these techniques.

B. Transport and quantization

Magneto-electric transport measurements are among the
most powerful and widely-employed tools when searching
for signs of an MPE. The most commonly cited indicators
of magnetic coupling or an MPE take the form of weak an-
tilocalization suppression or the emergence of an anomalous
Hall effect. In TIs, the π Berry phase of the surface states
is affected by spin-dependent interactions, e.g., magnetic ex-
change coupling with either magnetic impurities or a magnetic
layer in adjacent to the TI surface. Therefore, in many cases,
the suppression of weak antilocalization has been implicated
as evidence of a gap opening in the TI. However, this sup-
pression can be induced by magnetic perturbations to the
surface states with random magnetization direction rather than
uniform long-range magnetic order. This may result in two
outcomes: either random spatial distribution of the local gap
across the TI, which may not form an effective gap overall,
or magnetic scattering caused by these randomly distributed

FIG. 3. Temperature-dependent magnetoconductance vs applied
magnetic field for Bi2Se3 (Bare) and Bi2Se3/GdN (Capped) films,
showing weak antilocalization suppression in the capped sample.
Reproduced from A. Kandala et al., Appl. Phys. Lett. 103, 202409
(2013) [49], with the permission of AIP Publishing.

magnetic perturbations, which reduces the phase coherence
length of the surface carriers and suppresses weak antilocal-
ization [49,92–94]. This second case is well illustrated by
Fig. 3, which shows a report of weak antilocalization suppres-
sion in the Bi2Se3/GdN system which was not attributed to
opening a gap in the surface states. As a result of this ambi-
guity, Hall measurements have come to be more commonly
cited as direct transport evidence of a net magnetization in the
TI layer associated with opening a gap in the surface states.

In typical Hall measurements, the Hall resistivity of a ferro-
magnet in a weak applied magnetic field Hz is characterized by
the semiempirical relation ρxy = ρ0

xy+ρA
xy = RH Hz + 4πRsMz,

where RH and Rs are normal and anomalous Hall coefficients,
respectively. The ordinary Hall resistivity (ρ0

xy) is linearly
proportional to Hz through RH , which is simply related to the
carrier concentration in a single-band system. On the other
hand, the anomalous Hall resistivity ρA

xy is proportional to the
spontaneous magnetization Mz as well as Rs, which involves
both extrinsic and intrinsic mechanisms. The simultaneous
observation of both ρ0

xy and ρA
xy in TI MPE heterostructures

is illustrated in Fig. 4.
The main extrinsic scattering contributions originate in

the skew and side-jump mechanisms, both of which orig-
inate in impurity or disorder scattering. Therefore, in a
simple heterostructure consisting of a nonmagnetic con-
ductor and a magnetic insulator, the ρA

xy obtained from

FIG. 4. ρxy vs applied magnetic field for a series of Cr2Ge2Te6/

(Bi, Sb)2Te3/Bi2Te3/(Bi, Sb)2Te3/Cr2Ge2Te6 sandwich hetero-
structures with varying Bi, Sb ratios. Both the linear normal Hall
effect and AHE may be clearly observed, with the normal Hall effect
changing sign as the Bi/Sb ratio is varied, changing the (Bi, Sb)2Te3

from n-type to p-type. From M. Mogi et al. (2019) [47].
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TABLE I. Typical Rxy values and magnetic transition temperatures reported in a range of TI-based MPE heterostructures.

Proximity reservoir Topological system Approximate Rxy TC Reference

Tm3Fe5O12 (BixSb1−x )2Te3 10−1 � at 300 K �300 K [26]
Y3Fe5O12 (BixSb1−x )2Te3 10−1 � at 13 K �100 K [27]
Y3Fe5O12 Bi1.89Cr0.11Se3 10 � at 5 K �13 K [28]
Y3Fe5O12 (Bi0.16Sb0.84)2Te3 100 � at 1.9 K ≈50 K [29]
Y3Fe5O12 Transferred Bi2Se3 100 � at 1.9 K ≈30 K [30]
BaFe12O19 Bi2Se3 10−2 � at 3 K N/A [31,32]
LaCoO3 Bi2Se3 10−1 � at 1.7 K >85 K [33,34]
Fe3O4 Bi2Te3 100 � at 2K >85 K [94]
CrSb Cr:(Bi, Sb)2Te3 102 � at 1.9 K 90 K [35]
CrSb (Bi, Sb)2Te3 104 � at 1.9 K 90 K [36]
Ga1−xMnxAs (Bi, Sb)2(Te, Se)3 102 � at 0.1 K 1 K [37]
EuS Bi2Se3 10−1 � at 5 K 17 K [38–40]
Dy:Bi2Te3 Cr:Sb2Te3 100 � at 1.8 K 140 K [97]
CrSe (Bi, Sb)2Te3 102 � at 2 K 120 K [41]
MnTe (Bi, Sb)2Te3 100 � at 1.9 K 12 K [42]
Cr2O3 Sb1.8Cr0.2Te3 500 � at 2 K 40 K [43]
Cr2O3 Cr:(Bi, Sb)2Te3

h
e2 � at 1.9 K 30 K [44]

Cr2Ge2Te6 Bi2Te3 10−1 � at 2.5 K 110 K [45]
CrGeTe3 (BixSb1−x )2Te3 102 � at 6.6 K 70 K [46]
Cr2Ge2Te6 (Bi, Sb)2Te3 >103 � at 2.5 K 100 K [47]
Zn1−xCrxTe (BiySb1−y )2Te3

h
e2 at 30 mK 50 K [48]

transport measurements is often used to characterize the
MPE-induced magnetization of the nonmagnetic conductor.
In this case, the magnitude of ρA

xy can therefore character-
ize the strength of the MPE. Note that the nonmagnetic
conductor here presumably is topologically trivial, and the
intrinsic ρA

xy due to its electronic structure is negligibly
small [95].

On the other hand, ρA
xy of a heterostructure in which the

nonmagnetic conductor is replaced by a topological material
such as a TI, is mainly determined by intrinsic mechanisms,
i.e., the nontrivial Berry curvature of the ground-state wave
functions over the whole Brillouin zone. The magnitude such
a of ρA

xy is in this case independent of material parameters
such as the impurity and disorder densities as long as they
are within the tolerance of the topological protection. Thus,
the carrier mobility as an indicator of scattering is again not
crucial due to the topological protection, as exemplified by
a QAH insulator made from a magnetically doped TI [96].
Due to the topological nature of the Berry curvature, ρxy will
instead be quantized to some universal constant. In the case
of a TI/magnetic insulator heterostructure with an interfacial
MPE, Dirac electrons couple with the induced magnetization
via an exchange interaction, which breaks the time reversal
symmetry and opens an exchange gap in the Dirac surface
states. Ideally, as long as the Fermi energy is within this
exchange gap, the Hall resistance will be quantized to h

e2 ≈
25.8 k� (where h is the Planck’s constant and e is the charge
of an electron), which a key signature of the QAH effect. This
effect is independent of the magnitude of the magnetization
of the TI as long as this magnetization is perpendicular to
the basal plane and can fully gap out the Dirac surface states.
However, in most experimental results so far, the obtained ρxy

(or the Hall resistance Rxy) values for various TIs interfacing
with normal magnetic insulators/semiconductors are much

smaller than this quantized value. Table I summarizes these
transport results (including Rxy and TC).

As can been seen in Table I, magnetic oxides and nitrides
are popular systems which are convenient for probing the
induced ρA

xy in an adjacent TI due to their strong magnetic
order and highly insulating nature in transport experiments.
In barium hexaferrite (BaFe12O19), rhombohedral perovskite
LaCoO3 or the rare-earth garnets Tm3Fe5O12 and Y3Fe5O12,
TC of the induced ferromagnetic order, as determined from
ρA

xy, is usually greater than 100 K. However, the resulting
Rxy is relatively small, ranging from 10−1 � to 101 � at low
temperature [26–28,30–34]. GdN, on the other hand, shows
no clear MPE-related anomalous Hall effect induced in the
adjacent TI [49]. Cr2O3, also seems not to induce any ρA

xy,
but when a magnetically doped TI is interfaced with Cr2O3,
enhancements of both TC and Rxy were observed [43,44].

In the case of group V compounds, such as the half metal
CrSb or the magnetic semiconductor Ga1−xMnxAs, both of
which exhibit high Curie temperatures, Hall resistances from
1 K to 90 K show the observation of a stronger anomalous Hall
effect [35,37]. The resulting Rxy are much greater than those
obtained in garnets, being on the order of 102 � to 103 � at
low temperature.

For group VI compounds, such as EuS, CrSe, Cr2Ge2Te6,
MnTe, and Zn1−xCrxTe, with magnetic ordering temperatures
ranging from 17 K to room temperature, most cases of induced
magnetic order in TIs show TC below 100 K, while the result-
ing Rxy range from 10−1 � to 103 � [38–40,45–47]. Critically,
in a trilayer of Zn1−xCrxTe/(BiySb1−y)2Te3/Zn1−xCrxTe,
the QAH effect was observed at 100 mK, as evidenced
by the quantized Rxy ≈ 25.8 k� and vanishingly small
magneto-resistance [48]. This is so far the only structure
in which the QAH effect has been realized through an
MPE.
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Several possible reasons may account for the observation
of small ρA

xy in most systems:
(1) The small magnitude of the exchange gap opened by

the induced magnetization on the TI surface.
(2) Transport contributions from bulk carriers, which may

depend significantly on the relative position of Fermi energy
to the exchange gap in the TI.

(3) Transport contributions from additional states within
the exchange gap due to impurities and defects.

(4) An inhomogeneous effective exchange gap opened by
the magnetic insulator, which may yield Fermi level crossings
with the bulk bands.

It must further be mentioned that, in addition to the extrin-
sic and intrinsic mechanisms discussed above, a nonzero ρA

xy
may be induced by a number of other effects. These include
the combined contribution of the spin Hall effect (SHE) and
inverse SHE originating in the relativistic spin-orbit coupling
of the heterostructure i.e. the so-called “double spin Hall
effect” which yields a spin-Hall magnetoresistance [65–68].
Other proposed mechanisms include nonequilibrium proxim-
ity effects, present only during transport measurements, or a
nonlocal anomalous Hall effect [65,69]. The ρA

xy from an MPE
generally emerges at some onset temperature TMPE which
depends on the relative strength of the orbital hybridization
and thermal fluctuations. Below TMPE, there is a static spon-
taneous magnetization induced by the magnetically ordered
layer. While the MPE generally contributes to the magneto-
transport below TMPE, the ρA

xy associated with the SHE may
manifest at all temperatures below the TC of the adjacent
magnetic material. This SHE contribution thus dominates at
elevated temperatures but may not represent a static MPE.
Here we note that many magnetic insulator studies in TI MPE
heterostructures have high magnetic ordering temperatures
(usually above room temperature), below which the spin tex-
ture well develops and gives rise to SHE. Interestingly, the
sign of ρA

xy from MPE and SHE, which is materials-dependent,
may be different in some cases. A local extremum of ρA

xy

may be observed during cooling if the MPE-induced ρA
xy at

low temperature has an opposite sign to the SHE-induced
ρA

xy at elevated temperature, allowing TMPE to be precisely
identified.

Additional complications may occur for heterostructures
incorporating a ferrimagnetic insulator as the magnetic
reservoir, as two antiparallel spin sublattices and different
magnetizations which must now be considered. Some such
systems exhibit a critical temperature, TM , defining the tem-
perature at which the magnetizations of the two sublattices
compensate completely. However, the interfacial exchange
coupling in the TI layer may follow one spin sublattice at
the interface rather than the polarization direction of the net
magnetization. Since the MPE is directly related to the or-
bital overlap across the interface while the spin-Hall effect
is related to spin-orbit coupling, the two effects may be
dominated by different atomic species and follow different
sublattices. Therefore, a sign-change in ρA

xy across TM may
provide additional information into the roles played by indi-
vidual sublattices and the SHE [68].

Yet another factor which may result in an apparent non-
linear ρxy not associated with an MPE is the coexistence

FIG. 5. (a) Rxy vs applied magnetic field for low-mobility Bi2Te3,
high-mobility Bi2Te3, and a Cr2Ge2Te6/Bi2Te3 bilayer at 4.2 K.
(b) Rxy vs applied magnetic field as a function of temperature for
a Cr2Ge2Te6/Bi2Te3 bilayer. Data have been fitted using a two-band
model. Reproduced from L. D. Alegria et al., Appl. Phys. Lett. 105,
053512 (2014) [45], with the permission of AIP Publishing.

of multiple conduction channels which have similar overall
resistivity but dramatically different carrier densities and mo-
bilities. While the above discussion of the ordinary Hall effect
assumed a linear response associated with a single dominant
carrier, parallel channels such as bulk and interface conduc-
tion may occur. The Hall effect from a multicarrier anomalous
Hall signal typically yields nonlinear features reminiscent of
saturation at high fields of several Tesla but result in little
to no apparent hysteresis. Such features are well attested
in the literature on TI systems [98–100]. Interestingly, in
some systems where magnetic coupling is suspected across a
TI/magnetic insulator interface, it is possible to observe mul-
tiple contributions to the ρxy. In the case of a low-coercivity
magnetic reservoir, sharp low-field switching in ρA

xy may then
accompany a gradually saturating ρA

xy feature at higher fields.
Here we note the work of Alegria et al. on Cr2Ge2Te6/Bi2Te3,
where a high-field nonlinearity (Fig. 5) is observed consistent
with either a MPE or multiband transport [45]. In this work, it
is noted that the magnetic field nonlinearity occurs at fields
far above the Cr2Ge2Te6 saturation field, while a low-field
hysteresis is also separately observed, indicating that both
MPE and multi-band carrier effects may be simultaneously
present in some systems [45].

C. Neutron scattering

Polarized neutron reflectometry offers a relatively direct
route towards the detection of interfacial magnetization in-
duced through MPEs. In PNR measurements, a spin-polarized
beam of neutrons is incident on the sample, usually a thin
film or multilayer structure, at a relatively shallow angle to
the sample surface [101–103]. Measurements are performed
in a variable in-plane applied magnetic field, and the reflected
neutron intensity is collected as a function of the scattering
vector Q along the film normal direction for each polarization
cross section of interest. Here we will refer primarily to the
nonspin flip reflectivities R↑↑ and R↓↓, for which both the
incident and scattered neutron beams are polarized parallel
or antiparallel to the applied magnetic field, respectively. For
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these cross sections, the reflected intensity is a function of
the depth profile of the nuclear and magnetic scattering length
densities (SLDs), determined respectively by the nuclear com-
position and density or the net in-plane magnetization along
the applied magnetic field. Fitting the PNR data therefore
allows a depth resolved picture of the structure and magnetism
within the sample to be constructed [104,105].

In particular it should be noted that while the majority
of topologically nontrivial systems probed using PNR pos-
sess strong perpendicular anisotropy, PNR is sensitive only to
the net in-plane component of the magnetization [101–104].
Measurements are therefore generally performed in a strong
in-plane applied magnetic field in order to align the mag-
netization of the heterostructures into an orientation where
they may be probed by PNR. Most experiments therefore
focus on the non-spin-flip scattering, which probes the net
in-plane magnetization parallel to the applied field direction,
rather than spin-flip scattering, which probes the net in-plane
magnetization perpendicular to the applied field. Since the net
magnetization is forced to align in-plane with a large magnetic
field, it is generally assumed that there are no in-plane mo-
ments perpendicular to the applied field, so that the spin-flip
reflectivity is vanishingly small.

While PNR has been widely used as a probe of MPEs
across a wide range of materials platforms, the analysis may
be complicated by a number of factors, some of which are
unique to highly layered structures such as MnBi2Te4 or the
prominent (Bi, Sb)2(Se, Te)3 family of TIs. Firstly, unlike
x-ray reflectivity or x-ray scattering, which are able to uti-
lize relatively small spot sizes, PNR beamlines operate with
beam sizes which vastly exceed the cross sectional area of
samples which may be readily and uniformly fabricated from
topologically nontrivial materials. Thus, the entire sample,
generally with a cross-sectional area of at least 10 × 10 mm2

is probed at once. This means that both roughness contribu-
tions from intermixing between layers as well as both short-
and long-range thickness variations contribute to the observed
interfacial roughness. It is well known that some films of lay-
ered (Bi, Sb)2(Se, Te)3 tend to grow with a terraced surface
morphology, manifesting as a series of steps approximately
1 nm high forming islands of varying height on the surface of
the film, as illustrated by a series of atomic force microscopy
images in the literature [106,107]. Such a large local thickness
variation will appear to PNR as an extremely rough, smeared
out interface. In contrast, high-resolution scanning transmis-
sion electron microscopy performed in the cross-sectional
geometry but extending over a much more limited lateral
range will show an extremely flat, sharp interface with limited
intermixing. These two pictures are not inconsistent, but must
be accounted for in the fitting of PNR data.

An additional factor which impacts the analysis of PNR
data on topologically nontrivial heterostructures is the fact that
the TI layer generally has a relatively low nuclear scattering
length density relative to the other layers of the heterostruc-
ture. This is due the incorporation of larger elements such as
Te, Sb, and Bi which lead to lower atomic number densities
in these systems. While in x-ray reflectometry the SLD scales
with the atomic number (Z), PNR nuclear SLD is determined
by strong force interactions and lacks such compensating

FIG. 6. (a) Simulated PNR signal expected from a 20 nm Ni film
grown on Si alongside that of a 6 nm QAH insulator grown on Al2O3.
Reflectivities offset for clarity. Structural and magnetic depth profile
used to simulate the reflectivities are shown in (b) for Ni and (c) for
the QAHI.

effects. As illustrated in the simulated reflectivity of Fig. 6(a),
the critical edge, which corresponds to the point at which total
external reflection transitions to partial reflection and trans-
mission, is defined by the largest scattering length density in
the multilayer heterostructure. Since this feature is extremely
distinct and the measurement uncertainty is generally lowest
due to high count rates, the magnetic scattering length density
of the highest SLD layer of the stack may generally be easily
determined with high confidence.

Unfortunately, the topologically nontrivial layer very rarely
defines the critical edge, with typical scattering length density
values of a few relevant systems shown in Table II. The
most popular magnetic materials with high ordering tempera-
tures, such as Fe, permalloy, or the rare-earth garnets exhibit
nuclear SLD values far in excess of the most commonly stud-
ied topologically nontrivial systems. It is possible to choose
materials with lower nuclear SLD values, but these systems
frequently have lower ordering temperatures (EuS) or are
antiferromagnetic (CrSb, MnTe). The suitability of these mag-
netic materials for integration and high-quality growth on the
same substrates as the topologically active materials further
complicates and limits experimental design. To illustrate this
difficulty, Fig. 6 also includes a simulation of the expected
reflectivity from a 6-nm-thick layer of (Bi, Sb)2Te3 with a Cr-
dopant level small enough to achieve the QAH effect, where
it can be seen that the splitting is smaller and the significant
features appear at higher-Q values.

Further complicating the analysis of PNR data is the
relative strength of the proximity induced magnetization,
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TABLE II. Typical nuclear SLD values associated with a vari-
ety of topologically nontrivial materials compared with a series of
commonly used magnetic reservoirs in MPE heterostructures [108].

Topological materials Nuclear SLD (10−4 nm−2)

Bi2Se3 2.83
Sb2Te3 2.856
WTe2 2.084
Bi2Te3 1.975
MnBi2Te4 1.624

Magnetic materials

Permalloy 9.13
Fe 8.02
Y3Fe5O12 5.91
CrSb 2.24
EuS 1.53
MnTe 0.42

which is typically thought to be much smaller than that of
the neighboring magnetically ordered layer. The prominently
used material EuS, for example, has a net magnetization ap-
proaching 103 emu/cm3 (1 emu/cm3 = 1 kA/m) at 5 K,
while reported proximity-induced moments are often of the
order 30 emu/cm3 [39,42]. Although the examples discussed
here are extreme cases, the combination of small magne-
tization and low nuclear SLD in the TI layer generally
leads to the spontaneously magnetized layer overwhelmingly
dominating the splitting between the spin-up and spin-down
neutron reflectivities. A rare counterexample is occasionally
found in cases where the reservoir of magnetic order is fer-
rimagnetic or antiferromagnetic, as shown for the case of
CrSb/(Bi, Sb)2Te3 in Fig. 7 [36]. Here, while the splitting is
extremely small, it arises exclusively from the interface, so
that the modeling is highly sensitive to the presence or absence
of an MPE [36].

Nevertheless, small changes in the spontaneously ordered
magnetic layer, such as an interfacial magnetically dead layer
or varying interface roughness, may simulate the effects of

an MPE in the scattering. It then often arises that multiple
competing models fit the data equally well, including those
with and without an MPE. It is therefore critical to employ
secondary techniques such as x-ray reflectivity, electron mi-
croscopy, Rutherford backscattering spectroscopy, or atomic
force microscopy to constrain or validate parameters such as
thickness and interface roughness during the model refine-
ment process. In this way alternative models which fit the data
equally well may be eliminated and a model which confirms
or eliminates the presence of an MPE may be uniquely identi-
fied.

D. X-ray spectroscopy and scattering

Magnetic x-ray spectroscopy offers element-resolved in-
formation on the chemical and magnetic properties through
spin-polarized photon beams with variable energy [109–111].
In nonmagnetic x-ray absorption spectroscopy (XAS), an
incident x-ray photon with an energy corresponding to
that of at an elemental absorption resonance is absorbed
by the material of interest. This absorption process pro-
motes a core electron of the target element into unoccupied
states in vicinity of the Fermi-level or conduction band
of the probed material [110,112]. Upon decaying back
down from its excited state, the promoted electron releases
either an x ray or a photoelectron accompanied by sec-
ondary ejected electrons. By scanning the incident photon
energy through the elemental absorption edge and analyz-
ing the resultant lineshape, XAS reveals element specific
chemical information such as bonding or oxidation state
[110,112].

To add sensitivity to element-specific magnetic informa-
tion, x-ray magnetic circular dichroism (XMCD) measure-
ments are performed by circularly polarizing the incident
x-ray beam and probing the changes in XAS spectra with
alternating positive and negative magnetic field direction,
photon helicity, or a combination of the two [110,111]. The
spin-orbit interactions in the core shells of the absorbing elec-
trons, combined with the angular momentum of the absorbed
photon, yield spin-dependent excitation of the core electrons

FIG. 7. (a) Neutron reflectivity for the spin-polarized R↑↑ and R↓↓ channels of a (Bi, Sb)2Te3 superlattice along with (b) spin asymmetry
at 6 K with a 700 mT in-plane field. The inset in (a) shows the corresponding model with structural and magnetic SLDs used to obtain the best
fit. The inset in (b) exhibits the first dip right after the critical edge. Error bars represent ±1 standard deviation. From Q. L. He et al. (2018)
[36].

090301-8



REVIEW ARTICLES PHYSICAL REVIEW MATERIALS 5, 090301 (2021)

FIG. 8. XMCD study of Cr-doped (Bi, Sb)2Te3 crystals. (a) XAS and (b) XMCD of the Sb M5,4 absorption edge. (c) Comparison between
the field-dependent XMCD intensity of the Cr L3 edge and the Sb M5 edges. (d) XAS and (e) XMCD of the Te M5 and part of the Cr L3 edges.
(f) XAS and (g) XMCD at the Bi N5,4 edges. Reproduced from M. Ye et al., Nature Comm. 6, 8913 (2015) [119].

[110,111]. Since the availability of destination states near the
Fermi level of a magnetic material is spin-dependent, XMCD
allows the magnetic contribution of a given element to be
isolated so that the magnetic properties of thin film layers with
different compositions can be readily separated [110,111].

Both XAS and XMCD measurements are typically per-
formed in either total electron yield (TEY) mode, in which
the charge of the ejected photo- and secondary electrons are
measured, fluorescence yield (FY) mode, in which emitted x
rays are collected, or luminescence yield (LY) mode, in which
the intensity of the x-ray beam passing through a thin film
onto a transparent luminescent substrate is detected through
a photodiode [113–116]. Each method of data collection has
myriad advantages and disadvantages. For example, TEY
mode is vulnerable to artifacts related to sample charging and
is very surface sensitive but does not suffer from beam de-
pletion or saturation effects [113,114]. On the other hand, FY
may probe deeper into the sample but provide more limited
signal and altered line shapes resulting from self-absorption
or the absorption of significant fractions of the total beam
intensity at certain energies [115]. LY avoids both charging
and self-absorption issues, but is limited to thin film samples
with a maximum thickness and a specific subset of available
substrate [116]. Of course, all of these advantages and dis-
advantages will vary greatly depending on the energies and
intensities of the photon beams utilized, which may range
from 100s of eV to 10s of keV.

XMCD characterization is commonly employed in com-
plex oxide heterostructures, as in the recent case of
(La, Sr)MnO3/SrIrO3 interfaces which exhibit emergent
magnetic properties [117]. This system, which incorporates
both magnetic 4d transition metals and high spin-orbit el-
ements, e.g., 6d Ir, provides an excellent example of the
challenges inherent in proximity-magnetized TI structures.
Specifically, the characteristic photon energies for probing
transition elements are generally in the soft x-ray regime
of 100–1000 eV, while high spin-orbit materials frequently
require energies in excess of 10 keV [118]. Since x-ray spec-
troscopy beamlines are generally not optimized to access both
of these photon energy ranges, one must either attempt to
probe transitions with much smaller x-ray interaction cross
sections or make measurements at multiple beamlines or x-ray
sources.

In spite of these challenges, XMCD has found impor-
tant applications in doped magnetic TIs and heterostructures,
where extremely careful probing of the weak Te M5,4, Sb
M5,4, and Bi N5,4 edges has allowed direct comparisons be-
tween the dopant and bulk TI magnetizations, as illustrated
in Fig. 8 [119–121]. Examples of XMCD-based detection
of proximity induced magnetism in TIs, however, are ex-
ceedingly rare [41]. While TI-based MPE heterostructures
remain even less explored by XMCD than MPEs in general,
the field is evolving rapidly. A pair of 2020 studies on the
EuS/(Bi, Sb)2Te3, Y3Fe5O12/Bi2Te3, Tm3Fe5O12/Bi2Te3,
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FIG. 9. Fitted (a) resonant reflectivity and (b) asymmetry ratios of XRMR measurements from Pt/Fe and Pt/FeCo heterostructures.
(c) Deduced magneto-optic and magnetization depth profiles based on the modeling shown in (a) and (b). Reproduced from D. Graulich
et al., Appl. Phys. Lett. 118, 012407 (2021) [134], with the permission of AIP Publishing.

and Fe3O4/Bi2Te3 interfaces by Figueroa et al. and Pereira
et al. reported extremely high-precision determination of the
upper magnetization limit in this system, suggesting fertile
ground in the near future [94,122].

A more recently developed and rapidly maturing technique
with the potential to combine the element specificity of x-ray
spectroscopy with the depth resolution of polarized neutron
reflectometry is x-ray resonant magnetic reflectivity (XRMR).
Similarly to PNR, XRMR measures the spin-dependent re-
flected intensity of a spin-polarized x-ray beam incident on
the surface of a thin film heterostructure as a function of the
scattering vector Q along the film normal direction [123–125].
Unlike PNR, however, the energy of the x-ray beam may
be readily varied to match the resonant absorption edge of
specific element in order to isolate the depth-dependent mag-
netic contribution of that element. By collecting reflectivity
curves near the edges of many different elements in the het-
erostructure, as well as away from any absorption edges, and
simultaneously refining the data using a combined model, a
comprehensive element specific picture of the depth profile
and magnetization can be obtained [126–130]. In addition
to dramatically increased intensity relative to PNR measure-
ments, XRMR beamlines can use dramatically smaller spot
sizes than neutron scattering measurement so that the sample
size and uniformity requirements may be somewhat relaxed.
Further, magnetic x-ray scattering factors enable XRMR to
access information on both in-plane and growth-axis compo-
nents of the magnetization [131].

Despite these enormous advantages, XRMR has the
disadvantage of extremely complex data analysis, and has
been further inhibited by a combination of artifacts including
beam-induced surface modifications, energy drift, and strong
absorption/saturation effects (among others). However,
as modeling and instrumentation has matured, significant
improvements have been realized, to the point that extremely
accurate quantitative values may now be readily extracted
[132,133]. This is particularly true for hard x-ray beamlines,
while softer XRMR measurements remain a greater challenge
to interpret. In particular, much XRMR work with hard
x rays has been recently focused on MPEs in Pt-based

structures in contact with magnetically ordered metals and
oxides [82,134,135]. For example, the work of Graulich et al.
is shown in Fig. 9, where the MPE of Pt interfaced with Fe and
CoFe was extracted quantitatively with high precision [134].
While application of this technique to TI heterostructures
remains limited, rapid progress may be expected in the near
future.

III. PROGRESS IN THE (BI,SB)2(SE,TE)3
MATERIALS FAMILY

The first forays into inducing magnetism in TIs through
interfacial coupling were not performed in thin film het-
erostructures, but rather through a combination of doping and
the deposition of magnetic adatoms onto the surface of single
crystals. In 2009, Liu et al. predicted ferromagnetic interac-
tions between magnetic adatoms on the surface of a TI could
be mediated by the topological surface state in the form of an
Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction [136].
This magnetic surface interaction was predicted to yield a
magnetized state in the TI at the interface and open a gap in
the topological surface state. Vobornik et al. demonstrated the
feasibility of such an approach through the deposition of an
Fe overlayer onto the surface of the magnetically doped TI
Bi2−xMnxTe3, where an enhancement of the magnetic order-
ing temperature was observed through XMCD on the Mn L2,3
edges [137,138]. From this point, efforts evolved rapidly to
incorporate a wide range of thin-film heterostructures as TI
thin film quality improved and appropriate magnetic reservoir
materials were identified for heteroepitaxy. In this section, we
will examine in detail the progress made in the most widely
studied material families used as reservoirs of magnetic order
in TI heterostructures.

A. EuS and other rare earth interfaces

By 2013, inroads were made towards identifying MPEs in
thin film heterostructures of undoped TIs. Wei et al. identified
the low-temperature Heisenberg ferromagnetic insulator EuS
as a promising candidate with the key features for thin film
magnetotransport characterization—low conductivity, growth
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FIG. 10. PNR study of the EuS/Bi2Se3 interface (a) Schematic of the Bi2Se3/EuS bilayer and PNR experimental geometry alongside
magnetic depth profile interpretation by Katmis et al. [39]. (b) Fitted PNR for a series of Bi2Se3/EuS with varying Bi2Se3 thickness in units
of quintuple layers (QLs). (c) Magnetic, nuclear, and absorption SLD profiles used to fit the 20 QL sample shown in (b) at 5 K. (d) Spin
asymmetry of the 20 QL data alongside theoretical fit from model in (c) and a counterfactual simulation with zero magnetization in the two
layers marked “1st QL” and “2nd QL.” Error bars represent ±1 standard deviation. Reprinted by permission from Springer Nature Customer
Service Centre GmbH: Springer Nature, Nature, A high-temperature ferromagnetic topological insulating phase by proximity coupling, F.
Katmis et al., Copyright Springer Nature (2016), https://www.nature.com/ [39].

compatibility with Bi2Se3, and a large magnetic moment of
nearly 7 μB/Eu [38]. Although the work of Wei et al. was
primarily based upon bulk magnetometry and magnetotrans-
port characterization, later work by Li et al. and Katmis
et al. incorporated detailed polarized neutron reflectometry
measurements [39,139].

Even eight years later, the coupling between EuS and
the (Bi, Sb)2(Se, Te)3 family of TIs remains complex and
relatively poorly understood, in part due to the com-
bination of strong perpendicular and in-plane anisotropy
associated with the TI and EuS layers, respectively. Ferro-
magnetic/antiferromagnet type coupling has been reported
between EuS and ferromagnetic V-doped Sb2−xVxTe3 while
an exchange-spring type interface canting is suggested at the
EuS/Bi2Se3 interface [39,139].

Interestingly, PNR results on EuS-interfaced Sb2Te3,
(Bi0.2, Sb0.8)2Te3 and Bi2Se3 (Fig. 10) differ significantly,
with proximity induced magnetizations ranging from approx-
imately 75 emu/cm3 to 120 emu/cm3 and 240 emu/cm3,
respectively [39,139,140]. It should be noted that some of
these values are surprisingly large when compared to MPE
values measured in multilayers of 1-nm-thick Pt interfaced
with Ni or Co at 10 K, which ranged from 120 emu/cm3

to 430 emu/cm3 [141–144]. The temperature dependence
of MPEs induced by EuS is also the subject of a variety
of conflicting reports, with polarized neutron reflectometry
and the optically based magnetic second harmonic gener-
ation (MSHG) techniques yielding widely different results.

While the EuS/Bi2Se3 system was the first reported exam-
ple of a near room-temperature MPE in an undoped TI,
MSHG measurements on similar samples yielded an upper
limit of approximately 17 K, the bulk transition temperature
of EuS [39,40,145]. A relatively recent report attempted to
resolve this ambiguity through the application of low-energy
muon spin rotation measurements, finding clear evidence of
a large MPE activating at 17 K and ambiguous evidence of
a temperature-dependent signal above 17 K which could in-
dicate higher-temperature magnetism but was also present in
a EuS/Ti control sample [146]. The element-specific XMCD
measurements shown in Fig. 11, on the other hand, yielded
no evidence of any MPE even at 3 K, with an upper limit
to the proximity-induced magnetization at least 2 orders of
magnitude lower than previous PNR reports [122]. In this
case, the authors speculate that Eu migration into the TI may
explain many of the observations in the literature. Indeed,
during MBE growth of epitaxial EuS/Bi2Se3, the Eu and S
fluxes impinging on the Bi2Se3 thin film substrate may readily
lead to Eu and S substitution for Bi and Se, respectively.
This can be understood in terms of the increased reactivity
of Eu and S compared to Bi and Se. Several experimental
and theoretical studies have demonstrated Eu incorporation
into Bi2Se3 and Bi2Te3 along with evidence of associated
dopant-induced magnetic order [147–149].

Further illustrating the degree to which rare-earth ele-
ments may be incorporated into TI films such as (Bi, Sb)2Te3
and yield exotic magnetic states is the work exploring
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FIG. 11. XAS/XMCD study of the Bi2Se3/EuS and Sb2Te3/EuS interfaces. XAS and XMCD at (a) the Bi M5,4 edges, (b) the Se L3 edge,
(c) the Sb M5,4 edges, and (d) the Te M5 edge. No significant proximity-induced XMCD was observed. From A. I. Figueroa et al. (2020) [122].

proximity and interface coupling between Dy-doped Bi2Te3
and Cr-doped Sb2Te3 [97,121,150]. Not only do PNR,
XMCD, transport, and magnetometry studies show that
proximity coupling to Cr:Sb2Te3 may induce a net magne-
tization in the Dy:Bi2Te3, but exchange bias may also be
observed due to the antiferromagnetic coupling across the

Dy:Bi2Te3/Cr:Sb2Te3 interface [97,121,150]. In superlattices
of Dy:Bi2Te3/Cr:Sb2Te3, a 60 K enhancement of the TC is
also observed [97]. Direct substitution of rare-earth elements
into the TI may clearly be used to obtain both strong interface
coupling and emergent magnetic states in these heterostruc-
tures.
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FIG. 12. (a) Temperature-dependent Hall resistance from a TmIG/(BixSb1−x )2Te3 heterostructure (b) Data from (a) after subtraction of the
ordinary linear Hall effect. A clear hysteresic AHE can be observed across the entire temperature range. Figure adapted from C. Tang et al.,
Sci. Adv. 3, e1700307 (2017) [26].

A great deal of additional work is clearly necessary in order
to robustly understand these complex systems, as it remains
unclear whether the wide disparity in results are related to
sample variation, differences in probe sensitivity, or the place-
ment of the Fermi level with respect to the surface Dirac cone
in different members of the (Bi, Sb)2(Se, Te)3 family.

B. Insulating oxides

The rare earth iron garnets are well known and widely stud-
ied as highly insulating ferrimagnets, with particular interest
devoted to Y3Fe5O12 (YIG) for desirable properties such as
long magnon lifetimes associated with ultra-low magnetic
damping [151–155]. Consequently, YIG has been exten-
sively explored for spin-pumping applications in thin films
[156–159]. In these studies, evidence of the MPE emerged
in YIG/Pt bilayers so that these rare-earth garnets represent
appealing platforms for the realization of MPEs in topological
matter, although the existence, strength, and onset tempera-
ture of the MPE remains the subject of debate [68,158,160–
162]. Unlike in Pt, the strong perpendicular anisotropy which
emerges in TIs such as (Bi, Sb)2Te3 when they are magne-
tized complicates the interfacial interactions, so that magnetic
insulators with both in-plane and perpendicular anisotropy
are of interest. Thus garnets with varying anisotropy such as
Tm3Fe5O12 (TmIG), Eu3Fe5O12, and Tb3Fe5O12 have also
been studied extensively [163,164].

The vast majority of MPEs reported in the YIG/TI sys-
tem are characterized primarily through magnetotransport
measurements such as the AHE or spintronic measurements
such as FMR [27,89,94,165–167]. The observed Rxy in AHE
measurements of these, and other iron garnet-based systems,
is typically quite small, ranging between 10−1 � to 101 �

at low temperature. Despite the extensive study, even ba-
sic information about YIG/TI heterostructures, such as the
direction and magnitude of the induced magnetization at
the interface, remains unclear. For example, there are many
conflicting reports about the complex coupling reported at
the YIG/TI interface, with Lang et al. reporting antiparallel
coupling between the magnetization and MPE in a MOKE
magnetization study while others have reported ferromagnetic
coupling across the interface for both undoped and Cr-doped
TI layers [28–30,89,168]. It has even been reported recently
by Liu et al. that the modification of the magnetic ground state

does not exclusively flow from YIG to the TI layer, but that
topological surface states in Bi2Se3 modify the magnetism in
the adjacent YIG as well [169].

It is particularly interesting to note that while the garnets
studied generally have ordering temperatures in excess of
300 K, the reported Curie temperature of proximity-induced
magnetization within the TI is typically significantly sup-
pressed and varies widely, from 30 K to 180 K [27,30,89,167].
The TmIG/(Bi, Sb)2Te3 system has been reported to exhibit
an anomalous Hall effect up to 400 K (see Fig. 12), with
point-contact Andreev reflectivity indicating spin polarization
of the TI at 1.5 K [26]. However, later XMCD measure-
ments on the same system (shown in Fig. 13) found strong
dichroism on the Te M5,4 edge at 20 K which decayed below
detectable levels between 90 and 200 K, leaving the onset
temperature of proximity induced magnetization, as well as
the relative contributions of the MPE and spin-Hall effect, in
TmIG/(Bi, Sb)2Te3 somewhat ambiguous [94,170].

Although garnets are likely the most widely studied
reservoirs of magnetic order in TI-based heterostructures, nu-
merous other insulating magnetic complex oxide systems such
as barium hexaferrite (BaFe12O19), LaCoO3, and Fe3O4 have
been investigated. In the case of the insulating ferromagnet
LaCoO3, the limited number of extant studies are primarily
based on magnetometry and transport measurements. Zhu
et al. report the observation of an anomalous Hall effect

FIG. 13. (left) Te M5 edge XMCD asymmetry from a
TmIG/(Bi, Sb)2Te3 heterostructure at 20 K and 90 K after field cool-
ing. (right) Peak Te XMCD asymmetry in this sample as a function of
temperature. Error bars represent ±1 standard deviation. Reproduced
from C.-Y. Yang et al., Appl. Phys. Lett. 114, 082403 (2019) [170],
with the permission of AIP Publishing.
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signal and the suppression of weak antilocalization as sig-
natures of induced ferromagnetism in an adjacent Bi2Se3

film [33]. Surprisingly, a significant anomalous Hall signal
appears to persist well above the 85 K Curie temperature of
LaCoO3, being present above 100 K. The authors attribute
this to enhanced interfacial ferromagnetism induced by spin-
orbit interactions at the TI interface [33]. Recent work on
Fe3O4/Bi2Te3 heterostructures also noted both weak antilo-
calization suppression and a nonlinear feature in the AHE,
potentially indicating MPE-induced gap opening in this sys-
tem [94]. XMCD measurements on the Te edge of a single
quintuple layer of Bi2Te3 on Fe3O4 revealed no net dichroism
within measurement uncertainty, indicating that any MPE is
extremely weak [94].

As can be seen, the dominance of transport measurements
in insulating oxides has led to a great deal of ambiguity
regarding the relative contributions of static and nonequi-
librium (i.e., current induced) proximity effects in these
systems. One of the best examples of this is the barium
hexaferrite system. Though BaFe12O19/TI heterostructures
have been studied since 2014, characterization remains almost
exclusively transport-based [31,32]. As in LaCoO3, weak
antilocalization suppression and a nonzero anomalous Hall
resistance of up to 10−2 � is reported in this system across
a wide temperature range [31,32]. Nevertheless, no direct in-
terfacial magnetization measurements have been reported and
the question of a static vs. current induced signal remain open
several years later [171]. A critical complicated factor is the
likely necessity of a vacuum break in the sample preparation
process. Since the thin film oxide substrates are generally
prepared by magnetron sputtering or pulsed laser deposition
techniques, the film sample is generally unloaded from the
vacuum chamber to ambient air and transfer into another vac-
uum system for the deposition of TI. Such an ex situ process
may lead to significant challenges in establishing consistent
interface quality by introducing many uncontrolled factors in
heterostructure fabrication.

C. Antiferromagnet-based structures

As an alternative to magnetically ordered systems with
a net magnetization, efforts to induce MPEs in TIs through
coupling to antiferromagnets emerged in 2017. The NiAs
family of antiferromagnets, including CrSb, MnTe, and CrSe,
is particularly promising due to a structure which allows
for high-quality growth alongside (Bi, Sb)2Te3 and similar
materials in bilayers or even superlattices. These hexagonal
systems have tunable properties ideal for exploring interfacial
exchange coupling, typically comprising ferromagnetically
ordered basal planes with antiferromagnetic coupling along
the c-axis, so that local areas may encounter spin-polarized
regions across the interface which may mimic ferromagnetic
order. In this sense, antiferromagnetic proximity effects rely
on the extraordinarily local interactions associated with orbital
overlap and exchange coupling across the interface. Of further
interest is the tunable Néel order which allows for varying
interactions between the antiferromagnet and TI. CrSb and
MnTe, for example, have nearly identical A-type antiferro-
magnet orders with the exception that CrSb spins align along
the c-axis while MnTe spins lie within the ab basal plane

FIG. 14. Temperature dependence of Rxy vs applied magnetic
field for (a) CrSe/(Bi, Sb)2Te3 (bottom) and (b) (Bi, Sb)2Te3/CrSe
(top) bilayers. Low-temperature Sb M5-edge (c) XAS and (d) XMCD
for CrSe/(Bi, Sb)2Te3 (bottom) and (Bi, Sb)2Te3/CrSe (top) bilay-
ers alongside schematics representing changes in termination for (e)
(Bi, Sb)2Te3/CrSe (top) and (f) CrSe/(Bi, Sb)2Te3 (bottom) bilay-
ers. Figure adapted from C.-Y. Yang et al., Sci. Adv. 6, eaaz8463
(2020) [41].

[172–175]. CrSe instead exhibits an umbrella-type nonco-
linear antiferromagnetic order which resembles a modified
A-type [176,177].

In 2017, superlattices of CrSb and Cr-doped (Bi, Sb)2Te3

were shown to yield a dramatic enhancement of the magnetic
ordering temperature within the magnetic TI layers, along
with the establishment of modified spin texture in the CrSb
and long-range interlayer exchange coupling. These findings
were the first indication that a MTI could couple strongly
with an antiferromagnetic layer [35]. Shortly thereafter, a net
magnetization was observed in related superlattices of CrSb
and undoped (Bi, Sb)2Te3, resulting in a series of topological
phase transitions attributed to MPEs at the top and bottom TI
interfaces [36]. Proximity effects stabilized through interfac-
ing with CrSe and MnTe have also been reported. Of particular
interest is the case shown in Fig. 14, where transport, PNR,
and XMCD measurement reveal that the signatures of MPEs
in CrSe are highly termination dependent, with Se termination
destroying the interface coupling [41]. MnTe, on the other
hand, has been reported to exhibit signatures of both a MPE
and noncolinear spin textures due to the combination of strong
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out-of-plane anisotropy in the TI layer with the in-plane spins
of MnTe [42]. On the other hand, recent evidence suggests that
these signatures may instead arise as a result of multiphase
interface magnetism [178].

The signatures of MPEs in NiAs-based TI heterostructures
have been probed by a wide variety of techniques, in-
cluding magnetometry, magnetotransport, PNR, and XMCD.
In contrast to other ferromagnet or ferrimagnet-based het-
erostructures, a significant majority of the total magnetic
moment within antiferromagnet-TI structures appears to orig-
inate at the interface. This moment may be attributed either
to uncompensated spins at the antiferromagnet surface, a
net induced magnetization within the TI, or some com-
bination of the two. Regardless, antiferromagnetic systems
appear to offer a unique opportunity to precisely localize
the characterized magnetization at the interface. Of further
note is the reported Rxy, which ranges from 100 � to 104 �,
significantly larger than that of, for example, garnet-based
structures. However, the significance of such large Rxy values
is difficult to determine, as much of the current appears to
shunt through the antiferromagnetic layers, which may be
either highly conductive (CrSb, MnTe) or relatively insulating
(CrSe).

Interface coupling between antiferromagnets and TIs is not
limited to NiAs-type systems. Although not an example of an
induced MPE, exchange coupling has been demonstrated in
the well-known oxide magnetoelectric antiferromagnet Cr2O3

[43,44,179]. Wang et al. reported an antiferromagnetic cou-
pling between Cr2O3 while Pan et al. found exchange bias
in Cr-doped (Bi, Sb)2Te3 grown on Cr2O3 [44]. Although the
TI layers in both studies were magnetized through Cr-doping
rather than an MPE, Cr2O3 has been identified as one of the
only magnetically ordered systems in which both the QAHE
and interfacial exchange coupling have been demonstrated.
Coupled with the known magnetoelectricity in Cr2O3, this
system represents a promising platform for tunable quantum
states in magnetic TIs.

D. Telluride-based heterostructures

Layered Van der Walls tellurides were among the first
materials in which magnetic proximity coupling in TI films
has been reported [45]. In 2014, Alegria et al. reported epi-
taxy of Bi2Te3 on single crystals of the layered Van der
Waals material Cr2Ge2Te6. Cr2Ge2Te6 is in many ways an
ideal candidate for the formation of high-quality interfaces
with the (Bi, Sb)2(Se, Te)3 family, possessing a hexagonal
crystal structure which is a relatively good lattice match and
a Te-termination layer which may favor Te/Se-terminated
growth of the adjacent TI. Given the reported importance
of direct orbital overlap between the spin-polarized elec-
tron wave functions of magnetically ordered atoms and the
topological surface states, it remains unclear whether the
Te-termination may be expected to reduce the magnitude of
any induced MPE even as it facilitates growth. Cr2Ge2Te6 is
also convenient for magneto-transport measurements due to
the low-temperature combination of c-axis oriented ferromag-
netism and high resistivity which may limit current shunting
through the magnetically ordered layer. Early studies on this
system consequently focused heavily on the anomalous Hall

effect, where large Rxy values exceeding 103 � have been
reported [45–47].

While the initial studies involved growth of TI films on
single crystal telluride substrates, a 2019 study by Mogi
et al. examined thin film Cr2Ge2Te6/(Bi, Sb)2Te3/Cr2Ge2Te6

sandwich heterostructures grown by molecular beam epitaxy.
In addition to anomalous Hall measurements, PNR mea-
surements were performed and suggested than any induced
magnetization in the TI layer is below 20 emu/cm3 [47].
These results were also consistent with zero net magnetiza-
tion. It is of additional interest that varying the Bi/Sb ratio
in these sandwich structures revealed evidence of passing
through the charge neutral point, indicating strong transport
contributions from the topological surface states. The authors
further note that the peak σxy value of 0.2e2/h appears at the
most resistive sample [47]. Nevertheless, direct evidence of a
net magnetization induced by a static MPE remains elusive,
and it is suggested that surface state penetration into the
Cr2Ge2Te6 may play a signficant role.

Lastly, we turn to the closely related Zn1−xCrxTe/
(BiySb1−y)2Te3/Zn1−xCrxTe sandwich structures, the lone re-
ported example of a proximity induced QAH insulator. In
2019, Watanabe et al. reported on all-telluride thin film
sandwich heterostructures incorporating the doped insulating
ferromagnet Zn1−xCrxTe and the TI (BiySb1−y)2Te3, where
the composition of x = 0.60 has been selected for proximity
of the Fermi level to the charge neutral point and exchange gap
opened through proximity coupling [48]. As shown in Fig. 15,
the QAH effect is successfully realized at the charge neutral
point in this heterostructure, with a RA

xy of h/e2. By tuning the
composition further, Watanabe et al. find a sharp peak in the
anomalous Hall resistance, which decreases by 1–2 orders of
magnitude as the composition is tuned away from the charge
neutral point. These findings represent a strong indication that
much of the spread in reported RA

xy may be explained in terms
of Fermi level position and defect conduction pathway density
in the TI layer.

As revealed by spectroscopy measurements and first-
principle calculations for the magnetic TI, Cr-, and V-doped
(Bi, Sb)2Te3, the energy levels of the spin polarized density
of states for the 3D magnetic elements are close to the 5p or-
bitals of Te [180,181]. This orbital configuration can produce
large overlap, leading to a wide exchange gap in the topo-
logical surface states. This may at least partially explain the
QAHE observed in Zn1−xCrxTe/(BiySb1−y)2Te3/Zn1−xCrxTe,
as strong hybridization may occur between the p orbital of
Te from the TI and the d-orbital from the adjacent magnetic
insulator. Despite this exciting progress, it must be noted
that the 100 mK quantization temperature remains far be-
low the 60 K TC of the adjacent Zn1−xCrxTe. In this case,
the small effective exchange gap has been attributed to an
inhomogeneous exchange gap across the entire surface of
the TI layer induced by random Cr dopants in both ZnTe
layers, similar to the inhomogeneity observed in Cr-doped
(Bi, Sb)2Te3 [48,57]. These results show that all-telluride
heterostructures can be a successful pathway towards MPE-
induced QAH insulators, increasing exchange gap homogene-
ity and magnitude will require a great deal of additional
effort.
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FIG. 15. (a) Rxx and Ryx vs T and Rxx and Ryx vs applied magnetic
field for a (Bi, Sb)2Te3 film sandwiched by (Zn,Cr)Te. (c) High-
resolution cross-sectional scanning transmission micrograph of a
(Bi, Sb)2Te3 film sandwiched by (Zn,Cr)Te. Reproduced from R.
Watanabe et al., Appl. Phys. Lett. 115, 102403 (2019) [48], with the
permission of AIP Publishing.

IV. SUMMARY AND OUTLOOK

In this progress report, we have examined the recent efforts
towards inducing an exchange gap and net magnetization in
TIs through interfacing with a reservoir of magnetic order,
with particular emphasis on the methods for characterizing
MPEs at the interfaces. While enormous progress has been
made and magnetic proximity-induced realization of the QAH
effect has been demonstrated, the central goal of increasing
the quantization temperature remains elusive. Further, a great
deal of ambiguity remains in the literature, with nominally
similar systems exhibiting everything from widely disparate
temperature dependencies to even disagreement regarding the
presence or absence of any MPE at all.

Of particular concern is the tendency for disagreement
between measurements performed by different techniques.
Some inconsistency between transport measurements is to be
expected given the combination of extreme sensitivity to the
interface scattering and the multiple alternative mechanisms
for inducing an apparent anomalous Hall signal which are
unrelated to a static MPE. However, even measurements by
nominally direct depth or element-resolved techniques often
appear contradictory. In the EuS/TI interfaces, for example,
XMCD and PNR measurements show no proximity-induced

magnetization and an interfacial magnetization of several hun-
dred emu/cm3, respectively. Such values are well-within the
detection limits of either technique.

While this review focuses mainly on the magnetic char-
acterization of MPEs in TI-based heterostructures, we must
note that magnetic characterization does and should not occur
outside of the context provided by precise structural informa-
tion. TIs and other topologically nontrivial materials are often
structurally complex, prone to defects, and may be influenced
by either the quality or chemistry of the interface. In the
face of such disparate results in the literature, is it critical
to ensure that interface structures are well characterized in
order to legitimately compare results across studies. There
is consequently a clear need for spectromicroscopies such as
electron energy loss spectroscopy and high-precision imag-
ing such as four-dimensional scanning transmission electron
microscopy, which combines imaging with position sensi-
tive electron diffraction [24,182,183]. Emerging techniques
which combine real-space structural information with mag-
netic sensitivity, such as electron magnetic circular dichroism
or differential phase contrast electron microscopy may also
provide key information [184–186].

In addition to resolving the characterization challenges,
much progress remains to be made in the design of het-
erostructures which can maximize a uniform exchange gap
at both the top and bottom surfaces of the TI. To further
enhance the MPE for TIs, the following questions remain to
be addressed:

(1) Interface termination and quality: Magnetic atoms
(usually metallic ions) in many magnetic materials are fre-
quently sandwiched by nonmagnetic layers at both surfaces,
e.g., Te-Mn-Te in MnTe. Even materials with surfaces ter-
minated by ordered spins may be passivated or oxidized by
nonmagnetic species, e.g., Te or O ions, which may occur in
in situ Te-rich growth environments and ex situ hetero-epitaxy,
respectively. Without direct contact, the spin polarization of
the magnetic ions may have a dramatically reduced effect on
the topological surface states.

(2) Orbital structure: The MPE mainly originates through
interfacial orbital overlap and hybridization, where the elec-
tronic structure of the magnetic atoms alters either the
conduction or valence band of the nonmagnetic material.
Therefore, to enhance the MPE, band alignment and increased
orbital overlap between the electronic states of magnetic
atoms and the topological surface states should be maximized.

(3) Magnetic exchange mechanism: Two possible ex-
change mechanisms are considered to be the origin of
magnetism in TIs. Firstly, it was experimentally found in Mn-
doped Bi2Te3−ySey that both the Hall conductance and TC are
enhanced along with the decrease of the carrier density when
the Fermi level approaches the exchange gap [25,187]. Such
behavior implies that the topological surface states may medi-
ate exchange coupling among magnetic ions through RKKY
type interactions [136,188]. However, the maximum TC ap-
pears when the Fermi level is at the Dirac point. This can also
be understood in terms of the maximization of the energy gain
for Dirac electrons due to the opening of the exchange gap,
similar to the Peierls transition, or in terms of the spin–spin
interactions mediated by the bulk valence band [136]. In the
Cr-doped (Bi, Sb)2Te3 system, it was surprisingly found that
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TC is almost independent of the carrier type or density, which
is in sharp contrast to Mn-doped TIs [23]. allowed in text.
Move to references per journal requirements. Such behavior is
suggestive of the Van Vleck mechanism, which is induced by
3D transition metal dopants, e.g., Cr [189,190]. The complex
origin of magnetic order in TI requires further theoretical and
experimental investigations.

It is clear therefore that much work remains to be done, and
that reliable interpretation of results requires the application
of a wide range of characterization techniques to any given
system. Nevertheless, as the quality of TI-based interfaces
and heterostructures continues to increase and maturing tech-
niques such as XRMR are applied, it is likely that the field
will begin to converge. In particular, large scale growth of the
highly promising all-telluride structures remains in its infancy
and may enable significant strides in coming years. Improve-
ments in interface termination and quality control will likely

enable stronger orbital overlap and increased homogeneity so
that the exchange gap will be both larger and more uniform.
In this way, proximity-induced magnetic order in TIs may yet
prove to be a realistic gateway towards high-temperature QAH
insulators and real-world implementation of lossless quantum
devices.
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