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Reduction of bright exciton lifetimes by radiation-induced disorder

Christopher N. Singh ,1 Xiang-Yang Liu,1 Blas Pedro Uberuaga,1 and Stephen J. Tobin2

1Materials Science and Technology Division, Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA
2Detonator Science and Technology Division, Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA

(Received 2 April 2021; revised 25 May 2021; accepted 25 June 2021; published 15 July 2021)

Quantum-radiative decay is a fundamental process in many optoelectronic systems such as laser diodes and
solar cells. The bright exciton lifetime is a critical factor in determining the performance of these systems.
Motivated by the ever-increasing need for laser systems in space and nuclear applications, we develop a many-
particle approach to predict the radiative lifetime under harsh radiation environments. Using GaAs as a model
system, we find that radiation-induced band tailing reduces the bright exciton lifetime. This result shows that the
efficiency of radiative recombination, in addition to nonradiative recombination, can be affected by ionization
radiation. Our approach enables a detailed understanding of the interplay between correlation, localization, and
radiation that affect the performance of gain media.
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I. INTRODUCTION

Radiation-resilient optoelectronic materials are highly de-
sired in space and nuclear applications [1,2], and knowing the
radiative lifetimes of elementary excitations in these materials
is crucial for both current and next-generation applications
[3]. For example, intersatellite optical links, laser diodes,
scintillators, and optical fiber-based communications are all
exposed to different types, and fluences, of radiation as part
of their normal operation [4]. Being able to predict the perfor-
mance of these systems before they are deployed is a technical
challenge because it requires bridging vast length scales and
timescales [5]. In many of these applications, the component
materials experience potentially damaging radiation fields that
alter the atomic and electronic structure. In fact, microscopic
light-matter interactions ultimately govern the macroscopic
response of these devices, but the ability to quantitatively con-
nect radiation damage with optical properties requires treating
both fast electronic processes on the order of femtoseconds
to nanoseconds and slow ionic processes that could develop
over minutes, days, or even years [6]. Phenomenological
solutions to this problem do exist [7–14], but recent devel-
opments in high-performance computing and first-principles
approaches are beginning to enable direct simulation of these
many length scales and timescales [5]. The challenge is to
be able to connect changes in the ionic degrees of freedom
(radiation-induced lattice disorder) to changes in the optoelec-
tronic properties (many-particle radiative decay rates) with
computationally tractable algorithms [15]. Because a domi-
nant disorder-induced optical effect comes from band tailing
[16,17], a general methodology to treat the electron-hole in-
teraction in the presence of band tailing is highly desired.

Here, we develop a first-principles, many-body approach
to treat disorder and correlation effects in radiation-damaged
laser gain media. We find that radiation-induced changes to
the electronic structure affect the radiative recombination effi-
ciency by localizing exciton wave functions in the band edges.
Our results show that the radiative recombination efficiency,

in addition to the traditionally considered nonradiative re-
combination efficiency, is affected by radiation damage. This
is a previously unappreciated leakage channel, and directly
impacts the ability of a crystal gain medium to drive an op-
tical resonator. This work is a crucial step in relating laser
diode performance under harsh radiation conditions to the
many-body radiative decay processes. It will enable differ-
ent levels of predictive capability because many materials’
optoelectronic properties are heavily influenced by disorder.
For example, chemical disorder can impact lattice parameters
and luminescence in multicomponent oxides, and vacancy
disorder can introduce entirely different absorption bands in
fused silica. In this sense, although the GaAs-based laser-gain
media are used as a case study, the methodology developed
here is applicable to other optical material systems susceptible
to band-tailing effects such as light-emitting diodes (LEDs),
solar cells, scintillators, etc. [18].

Band tailing in doped semiconductors refers to the exis-
tence of an exponential distribution of localized states inside
the fundamental gap (see Fig. 1). These states occur at
the band edges, and the origin of these states is a statisti-
cal distortion of the unperturbed crystal wave functions by
random impurities and/or defects [19]. It is known that irra-
diation produces band tailing in semiconductors [20–22], and
that band tailing can significantly affect stimulated emission
[23,24]—one of the microscopic processes that govern diode
light-conversion efficiency. Additionally, it is known that, of
all the available heteroepitaxial layers in a laser diode, the
quantum-well layer (the recombination layer) is the most af-
fected by radiation-induced damage [25], and that this damage
is proportional to the irradiation fluence [26]. These facts
suggest that both radiative and nonradiative decay processes
ought to be considered in the radiation resilience of opto-
electronic systems. Consequently, we seek a first-principles
method to understand the coupling between these factors.
Ideally, a complete treatment of radiation-induced dam-
age would account for changes in both the radiative and
nonradiative decay channels simultaneously. Unfortunately,
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FIG. 1. Schematic representation of band-tailing effect and ex-
citon weight redistribution. This figure shows the difference in the
density of states between a pure semiconductor and a damaged one.
The color indicates where the majority of the exciton weights are
coming from. As radiation-induced damage to the electronic struc-
ture instantiates band tails, exciton weight is driven into the localized
regions.

determining the nonradiative lifetime directly from first prin-
ciples requires calculation of the electron-phonon matrix
elements in the presence of disorder—a significant theoretical
and computational challenge. Recent developments in the ab
initio theory of electron-phonon coupling [27,28] may soon
enable this type of calculation in defect systems, but at this
time, it is beyond the scope of this work and we focus only on
the radiative channel.

The primary degradation mechanism in laser diodes is a
decrease in the minority carrier lifetime τ—it is commonly
defined as τ−1 = τ−1

r + τ−1
n , where τr is the radiative, and τn

is the nonradiative component [26,29,30]. At equilibrium, the
rate of injection, i.e., the current density J per unit length d ,
must equal the rate of change of carrier concentration qn/τ .
Thus, if the radiative lifetime is too short, then large drive
currents are necessary to achieve a population inversion (see
Fig. 2). In fact, there is evidence that suggests the radiative rate
can dominate the minority lifetime with certain defect concen-
trations [31]. If, on the other hand, the nonradiative lifetime
is too short, then electron-hole pairs may preferentially de-
cay via phonon—instead of photon—emission, decreasing the
overall efficiency of the device. Figure 2 shows a typical band
diagram of a lasing semiconductor heterostructure. As a bias
is applied, quasichemical potentials for electrons and holes
develop, driving electrons and holes into the recombination
region. The rate of radiative decay (the bright exciton lifetime)
inside the recombination region is a key parameter because
it defines the rate at which injected carriers are converted
into photons, and therefore, defines the current necessary to
stabilize lasing.

II. METHODS

In order to calculate the radiative lifetime in the presence of
radiation-induced lattice damage, we need (1) a high-fidelity
model of the quantum-well electronic structure, (2) access
to sufficient realizations of disorder, and (3) treatment of
electron-hole and light-matter interactions. We use density
functional theory (DFT) to obtain the electronic structure,
perturbation theory to account for the light-matter interaction,

FIG. 2. Schematic band diagram of laser diode under various
bias conditions. In the zero-bias condition, there is one chemical
potential. Upon biasing, electrons and holes each have a quasichem-
ical potential. In a multiple quantum-well heterostructure, the band
offsets are used to drive electron-hole pairs into a smaller recombi-
nation region. In each case, the ability of the gain medium to store
energy before converting it to light or heat is proportional to the
electron-hole recombination time (bright exciton lifetime).

and the solution of the Bethe-Salpeter equation [32] (BSE) to
account for the electron-hole interactions. A computationally
efficient way to treat many realizations of disorder is to use
the random potential method developed by Anderson [33].
Accordingly, the WIEN2K [34] and WANNIER90 [35] packages
are used to generate the ab initio energy and position opera-
tor matrix elements: 〈0α|H |Rβ〉 and 〈0β|r|Rα〉, respectively.
These will be used later to determine the dipole transition
operator. A momentum space Hamiltonian on arbitrarily fine
k meshes can then be defined for local orbitals α (β) as

Hαβ (k) =
∑

R

〈0α|H |Rβ〉eik·R. (1)

The summation runs over N lattice translation vectors R
corresponding to the number of unit cells considered in the
calculation. The lattice defects caused by irradiation, e.g.,
atomic vacancies, substitutions, interstitials, etc., can be mod-
eled as a perturbation � [33] of the undamaged electronic
structure as

H�
αβ (k) =

∑
R

〈0α|H + �(W )δαβδ0R|Rβ〉eik·R. (2)

The perturbation matrix elements � are random numbers
pulled from a standard uniform distribution of width W cen-
tered at zero. Using this disorder potential has the advantage
of producing band tailing in the electronic structure without
having to run expensive molecular dynamics (MD) simula-
tions or use large supercells, yet, reproduces the most salient
features of several recent MD investigations [36–38]. Ad-
ditionally, because there is an equal likelihood of creating
electron or hole traps in this approach, it does not artificially
shift the chemical potential. The stationarity of the chemical
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potential under irradiation is in line with measurement [39].
Turning to the light-matter interaction, the canonical form is
written as

Hint = − e

mc

∫
dr �(r)†A(r) · p �(r), (3)

where A(r) is the electromagnetic vector potential, and p is
the electron kinetic momentum. A quantized electromagnetic
field is necessary to treat spontaneous emission, and therefore
it is standard to expand the vector potential as plane waves
[40]:

A(r) =
∑
qλ

√
2π h̄c

V q
εqλ[a†

qλeiq·r + H.c.]. (4)

In Eq. (4), the boson operators a†
qλ create or destroy photons

of momentum q and polarization εqλ − λ indexes the mode
and H.c. indicates the Hermitian conjugate. The bright exciton
lifetime τr is given by the inverse of the radiative decay rate
� (τr = �−1). We follow Spataru et al. [41] and use Fermi’s
golden rule to write to the radiative decay rate as

�(Q) = 2π

h̄

∑
qλ

|〈G, 1q,λ|Hint|S(Q), 0〉|2δ(ES (Q) − h̄cq),

(5)

where Q is the exciton center of mass momentum, 〈G, 1q,λ| is
a state with one photon and zero excitons, |S(Q), 0〉 is a state
with zero photons and one exciton, and ES (Q) is the exciton
energy defined by the eigenvalue equation

Hexc|S(Q)〉 = ES|S(Q)〉. (6)

The exciton Hamiltonian Hexc is written in a basis of electron-
hole states following Wu et al. [42] as

〈v, c, k, Q|Hexc|v′, c′, k′, Q〉
= δvv′δcc′δkk′ (E(k+Q)c − Ekv ) − (D − X )cc′

vv′ (k, k′, Q),
(7)

where, unless otherwise stated, v and c index valence and
conduction band states, E is the single-particle energy, and
D and X are the direct and exchange two-particle matrix
elements, respectively. They are defined as

Dcc′
vv′ (k, k′, Q) = V (k − k′) · (U †

k+QUk′+Q)cc′ (U †
k′Uk )v′v, (8a)

X cc′
vv′ (k, k′, Q) = V (Q) · (U †

k+QUk )cv (U †
k′Uk′+Q)v′c′ , (8b)

where U is the unitary matrix that diagonalizes H�
αβ (k), and

V is the interaction potential defined as [43,44]

V (k − k′) = 1

N

4πe2

ε0

1

(k − k′) · (k − k′) + β2
, (9a)

V (Q) = 1

N

4πe2

ε0

1

Q · Q + β2
. (9b)

Here, k is the crystal momentum, β is the inverse screening
parameter, and N is the number of unit cells considered.
Conservation of momentum forces the exciton center of mass
momentum to equal the photon momentum Q = q, but the
photon momentum is much less than the crystal momen-
tum |q| � |k|. Therefore, we take the dielectric function as

constant ε(q → 0) ≈ ε0 ≈ 8.9 in GaAs [44]. Full GW cal-
culations could in principle obtain the screened Coulomb
interaction from first principles at the expense of compu-
tational simplicity. The exciton state is defined as a linear
combination of electron-hole states:

|S(Q)〉 =
∑
vck

AS(Q)
vck b†

(k+Q)cbkv|GS〉. (10)

Diagonalization of the exciton Hamiltonian Hexc [solution of
Eq. (6)] gives the coefficients and energies needed to evaluate
the matrix elements appearing in Eq. (5). These matrix ele-
ments can be expressed in terms of single-particle momentum
matrix elements using Eqs. (4) and (10):

〈G, 1q,λ|Hint|S(Q), 0〉 = − e

mc

√
2π h̄c

V q
εqλ

·
∑
vck

AS(Q)
vck 〈vk|e−iq·rp|ck + Q〉.

(11)

Here, AS(Q)
vck are coefficients of the exciton wave functions.

Momentum conservation forces the exciton momentum to be
equal to the photon momentum in three dimensions [45], and
for optical photon energies, the matrix element on the right-
hand side of Eq. (11) can be approximated in the Wannier
basis as [46]

〈vk|e−iq·rp|ck + Q〉 ≈ 〈vk|p|ck〉δq,Q

= i
∑
αβ

U ∗
mα (k)Unβ (k)

∑
R

〈0α|H |Rβ〉Reik·R

+ iεm(k)
∑
αβ

U ∗
mα (k)Unβ (k)

(∑
R

〈0β|r|Rα〉eik·R
)∗

− iεn(k)
∑
αβ

U ∗
mα (k)Unβ (k)

∑
R

〈0α|r|Rβ〉eik·R. (12)

In the analysis presented above, the critical matrix elements
〈0α|H |Rβ〉 and 〈0α|r|Rβ〉 are known from ab initio cal-
culations. Therefore, Eqs. (6), (11), and (12) allow one to
directly calculate the bright exciton lifetime in the presence of
radiation damage using Eq. (5). In evaluating Eq. (5), we run
the sum over two arbitrary polarizations λ, and Nq q points
uniformly distributed on the surface of a sphere of radius
|E0(0)/(hc)|. The inverse screening parameter is fixed by
setting E0(0) to approximate the experimental GaAs exciton
binding energy (4.2 ± 0.3 meV) [47] for a given k mesh.
We use a 0.7 Å−1 momentum space resolution. The lifetime
predictions are averaged over 100 realizations of disorder.

The assumptions in the theory are the dipole approximation
[Eq. (12)], and the assumption of homogeneous, Anderson-
type disorder. Traditional methods [24,48] assume a constant
matrix element and parabolic bands to determine the lifetime,
but the approach given here relaxes both assumptions, and
additionally accounts for two-particle matrix element effects.
The dipole approximation is valid if the wavelength of the
light field is far longer than the atomic dimension (Ratom/λ̄ ∼
Z/137 � 1) [40]. This is an excellent approximation for many
traditional gain media. Homogeneity of the damage across
irradiation types is a weaker approximation because there are
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FIG. 3. Electronic structure and lifetime predictions of GaAs. (a) Compares the band structure predicted by DFT [modified Becke-Johnson
(mBJ) functional] with the Wannier interpolation. (b) The density of states as a function of disorder strength W (eV). The inset shows a detailed
view near the Fermi energy. The disorder strength is exaggerated for clarity. (c) The radiative lifetime τr as a function of disorder strength W .
The points are the average over 100 disorder realizations.

conflicting reports in the literature about the exact nature of
damage. For example, neutron irradiation has been shown
to give a significant smearing of the absorption edge [22].
This is consistent with homogeneous disorder, but the effect
of electron irradiation is less clear. Bourgoin and Angelis
[49], and Hazra et al. [50] claim electron irradiation leads
to uniform defects, while Stievenard et al. [51] claim it is
anisotropic. In either case, Sagatova et al. [52] have shown
that with the same impinging energy, gamma-ray effects are
two orders of magnitude less than electron effects, which are
one order of magnitude less than neutron effects. Regardless
of the radiation type, however, enumerating possible defects
and their effects on the electronic structure as a function
of creation energy is possible with molecular dynamic and
density functional techniques, and has been reported in sev-
eral works [36–38]. A common behavior is the smearing of
states into the gap from the band edges. Therefore, for the
given computational cost, and for investigating changes in
the electronic structure of 1–100 nm regions, we assume that
band tailing is a reasonable approximation—again, in line
with experimental evidence [53].

III. RESULTS AND DISCUSSION

Having laid out the formalism, we can now turn to the
results. Figure 3 shows the electronic structure and lifetime
predictions in GaAs. Figure 3(a) compares the band structure
from density functional theory and from a Wannier inter-
polation [the eigenvalues of Hαβ (k) from Eq. (1)]. In the
energy range −10 < E f < +10 eV, the difference between
them is insignificant. This is evidence that the matrix elements
〈0α|H |Rβ〉 and 〈0β|r|Rα〉 accurately reflect an ab initio re-
sult. All eight valence orbitals are included in the Wannier
basis. Spin-orbit coupling is also included. Therefore, there
are 16 local degrees of freedom. Of the 16 available bands,
two conduction and two valence bands are considered in the
solution of the Bethe-Salpeter equation. Figure 3(b) shows
the evolution of the density of states with increasing disorder
strength W . We see that with increasing W , exponential tails
develop at the band edges. This is the primary electronic effect
we aimed to simulate, and Fig. 3(b) shows that the formalism

is effective in this regard. Figure 3(c) is the main result, and
shows the bright exciton lifetime as a function of disorder. We
find the lifetime decreases linearly with increasing disorder,
and that it is reduced by nearly a factor of 3 for the values
studied here. This finding is in line with the expectation that
the lifetime decreases proportional to the fluence of the radia-
tion damaging the semiconductor, i.e., number of bombarding
particles per square centimeter [26]. Our prediction of the
radiative lifetime in bulk GaAs (0.2 < τr < 0.6 ns) is in good
agreement with existing reports (∼0.37 ns) [54–61], suggest-
ing this approach could be of general utility to understand
the influence of band tailing in other optoelectronic materials.
Of course, the nonradiative lifetime plays a critical role here,
and work is underway to enable direct determination of this
quantity, but that is beyond the scope of this work.

In the context of laser diodes, a decrease in the radiative
lifetime suggests an increase in the threshold current density.
To see this, consider that the electron-hole population neces-
sary to achieve gain is maintained only by the injected current.
In equilibrium, the rate of change in this population is zero;
equivalently, the rate that electron-hole pairs are created is
equal to the rate that they are destroyed. Therefore, we can
write J = nqd/(τr + τn), where J is the current density, n
is the electron-hole population, q is the elementary charge,
and d is the thickness of the recombination region. Based
on our own results and experimental results garnered from
the literature, we assume that postirradiation lifetimes are
linearly related to preirradiation lifetimes as τr f = crτri , and
τn f = crτni for the constants cr and cn. Then the ratio of the
postirradiation threshold current density to the preirradiation
threshold current density Jf /Ji can be written as a function of
the constants cr and cn representing the radiative and nonra-
diative damage constants, respectively. Then

δJ (cr, cn) = Jf

Ji
= τi

τ f
= crτri + cnτni

crcn(τri + τni )
. (13)

Equation (13) shows that, as the postirradiation lifetime
decreases, the postirradiation threshold current increases.
Because the internal quantum efficiency of bulk GaAs is
≈0.6–0.9, we can assume τn ≈ 10τr . Within these assump-
tions, the postirradiation threshold current density could
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FIG. 4. Exciton characteristics as a function of disorder. (a) The ratio for the first and second valence band states normalized by the zero
disorder ratio. (b) The overlap metric normalized by the zero disorder value. (c) The exciton energy. The lines are guides to the eye.

increase nearly fourfold, and that may be a significant change
for certain applications. This analysis shows that we must put
more energy per time into the system to maintain a threshold
population with decreasing lifetime, and thus, band tailing in
the gain medium has increased the energy necessary to reach
the lasing threshold. We will show in Fig. 4 that this particular
reduction in gain-medium efficiency is related to changes in
the exciton wave function. We must stress, it is however likely
that the nonradiative lifetime is not constant, and a complete
understanding still requires knowledge of this variable as well.
Until a first-principles approach to predict the nonradiative
lifetime is available though, the method developed here can
(in principle) be used in conjunction with laser delay measure-
ments [62] to understand the evolution of nonradiative decay
channels in irradiated systems.

Finally, in order to characterize the nature of the exciton
wave functions in the valence and conduction band tails, we
introduce the exciton weights

ξ S(Q)
v = 1

Nk

∑
ck

∣∣AS(Q)
vck

∣∣2
, (14a)

ξ S(Q)
c = 1

Nk

∑
vk

∣∣AS(Q)
vck

∣∣2
. (14b)

These weights represent the contribution of single-particle
states to the exciton wave function. The ratio of the weights
(ξ S1(0)

v2
/ξ S1(0)

v1
) as a function of disorder gives insight into how

the weight shifts between bands during irradiation. Figure 4(a)
plots the zero-disorder-normalized exciton weights for the
first bright exciton (S = 1) as a function disorder strength. We
find that with increasing disorder strength, the ratio decreases,
meaning weight is driven into the localized band tails (recall
Fig. 1 for a cartoon representation of this effect). Next, we
also define an electron-hole overlap operator (in the transition
basis) as

Occ′
vv′ (k, k′, Q)= (k − k′) · (k−k′)(U †

k+QUk′+Q)cc′ (U †
k′Uk )v′v.

(15)

The BSE ground-state expectation value of this operator
〈S|O|S〉 will give insight into how the electron and hole over-
lap as a function of disorder. We find in Fig. 4(b) that with
increasing disorder, the absolute square of this overlap metric
decreases. A decline in electron-hole overlap is commensurate

with the idea that localized electron and hole states now con-
stitute the exciton. The surprising result is that the radiative
lifetime also decreases. However, an inspection of Eqs. (5)
and (11) will show there is a highly nonlinear relation between
single-particle properties and the exciton lifetime. This is
simply because the many-particle interaction matrix elements
〈G, 1q,λ|Hint|S(Q), 0〉 depend on the exciton wave function
and energies, and these are determined via eigendecompo-
sition of the BSE. This brings us to Fig. 4(c). Figure 4(c)
shows the BSE ground-state energy (exciton energy) as a
function of disorder. We find a significant decrease due to
the disorder-induced band tailing. These data together show
the probability that electron-hole pairs occupy high-energy
states is reduced, as most of the exciton weights are driven
towards the gap. Because the exciton energy, electron-hole
overlap, and radiative lifetime are all simultaneously reduced,
this suggests that different damage effects are competing.
For example, as band tails develop, the difference in energy
between the single-particle electron and hole states is reduced.
This makes decay more likely. But at the same time, a reduc-
tion in the spatial extent of the single-particle wave functions
would reduce the Coulomb interaction between electrons and
holes, making radiative decay less likely. Therefore, these two
effects compete, and different materials with different gap
sizes and susceptibility to forming band tails are expected
to manifest this competition in a myriad of ways. In bulk
GaAs, the change in energy seems to be dominant, but systems
with larger fundamental gaps and less screening could behave
differently. Changing the dimensionality of the system or the
curvature of the bands could also play an important role.

IV. CONCLUSION

In summary, we have developed a many-body, first-
principles approach to investigate the effect of radiation-
induced lattice disorder that is applicable to a variety of
important optoelectronic materials. We have shown that
radiation-induced damage can fundamentally change the ra-
diative decay processes by changing the character of the bright
exciton wave functions. In the test case of bulk GaAs, these
effects lead to a reduction of the radiative lifetime by ap-
proximately a factor of 3. Even if the nonradiative lifetime is
approximately an order of magnitude greater than the radiative
lifetime (as is typical), a factor-of-3 change in the radiative
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component means the minority carrier lifetime will decrease
by approximately two-thirds. Therefore, even the simplest
analysis shows the approach developed here is important for
understanding the relationship between radiation-induced dis-
order, radiative recombination, and optoelectronic efficiency.
Further work is needed to investigate radiation-induced, non-
radiative channels from first principles.

The data that support the findings of this study are available
from the corresponding author upon reasonable request.
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