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Ultrafast phase transitions in polyamorphic materials triggered by swift heavy ion impacts
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We report unexpectedly fast phase transitions inside the track as pressure and temperature develop after a
swift heavy ion impact. By means of molecular dynamics simulations we reveal the origin of the core-shell fine
structure observed in a-SiO2 and a-Si3N4, as well as the dense core in a-Si. The fine structure of the track is
composed of two distinct amorphous phases that result from the different pressure levels in the core and in the
shell during solidification. We link this behavior to the tetrahedral network present in these materials.
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I. INTRODUCTION

Swift heavy ions (SHIs) deposit large amounts of energy
via inelastic scattering with electrons as they travel through
a solid material. The intense excitation translates into strong
heating along the ion path and can produce permanent cylin-
drical structural modifications in the material, known as ion
tracks.

It has been repeatedly seen in experiments that swift
heavy ions (SHI) form tracks with distinct core-shell structure
in silica (a-SiO2) and amorphous silicon nitride (a-Si3N4)
[1–4]. Atomistic simulations corroborated these findings, fur-
thermore showing that tracks in a-SiO2 and a-Si3N4 have
underdense cores surrounded by the overdense shells [1,3,5].
This fine structure of the tracks, however, has not been ob-
served in all amorphous materials. The measurements of the
tracks in amorphous silicon (a-Si) showed only an overdense
core [6] and in amorphous carbon [7] and in some metallic
glasses the density within the tracks was found to be lower
than in the surrounding matrix [8,9].

The reason behind the different response of amorphous
materials to SHI irradiation has not been yet clarified. A few
hypotheses were suggested to explain the mechanisms. For
instance, the formation of a densified shell has been attributed
to viscous flow of molten phase into surrounding solid matrix,
while the low-density core has been explained by the fast
quenching of the disordered material in the center of the track
[3,5,10]. In Ref. [11], the overdensification within the track
was explained by the density anomaly found in a-SiO2 at high
temperatures in the molten phase. If frozen, such denser state
may remain in the matrix even after it was cooled to room
temperature. This mechanism, however, does not explain the
formation of the underdense track core, which was found to
be a prominent feature of ion tracks in this material in many
studies, including [1].

On the other hand, materials, such as a-SiO2 and a-Si, have
been found to exhibit polyamorphism [12], i.e., the ability to
exist in more than one amorphous phase. These materials are
able to reorganize their tetrahedral networks or even increase
coordination of Si atoms under applied pressure. For instance,
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a-SiO2 is able to undergo continuous structural modifications
with increasing pressure. It was shown that at high tempera-
tures irreversible densification of a-SiO2 structure may take
place already at 3–5 GPa [13]. In this pressure regime, the
structural modifications appear only in the long-range order,
changing the topology of the network. Similar densification of
the molten phase was reported in other silicates as well [14].

Amorphous silicon can also be found in several amor-
phous phases depending on the pressure. Moreover, two liquid
phases, the low-density liquid (LDL) and the high-density
liquid (HDL) were also recently reported for silicon [15–17].
Polyamorphism of a-Si3N4 is studied to lesser extent, al-
though its structure is based on tetrahedral network that is
often linked to polyamorphism.

The necessary conditions for a polyamorphic phase trans-
formations may be created in these materials during the
impact of a SHI. The energy deposited by the SHI generates
localized high pressures and temperatures that may lead to
polyamorphic structural changes in the regions inside the ion
track.

In our work, we follow the transient states of temperature
and pressure within the track region to explore the role of
pressure on ultrafast phase transitions that take place inside
the track. We find a remarkable correlation between these
structural modifications and the core-shell structures observed
experimentally.

II. METHODS

We simulate the SHI impacts in a-SiO2, a-Si3N4, and
a-Si materials by means of molecular dynamics (MD) sim-
ulations. To describe the interatomic interactions, we apply
a range of interatomic potentials available for the studied
materials. We simulate a-SiO2 with the Munetoh (Mu) [18]
and Watanabe-Samela (WS) [19] potentials and a-Si3N4 with
the Mota potential [20]. For a-Si we employ three different
potentials: Tersoff (T) [21], Stillinger-Weber (SW) [22], and
a machine-learning Gaussian approximation potential (GAP)
trained with Si DFT data [23]. These potentials have been
previously employed to study the behavior of these materials
at equilibrium conditions [24–27], and under ion irradia-
tion in both nuclear and electronic stopping power regimes
[3,4,6,28–37].
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For our simulations, we mainly use the classical MD code
PARCAS [38] and only for the simulations with the GAP po-
tential, we use the LAMMPS MD code [39]. The amorphous
structures were obtained either with the quench-from-melt
method (a-Si3N4 and a-SiO2 (M)) as in Ref. [3] or with
the Wooten-Winer-Weaire (WWW) Monte Carlo method [40]
followed by annealing runs at elevated temperatures—SiO2

(WS), Si (T, SW, and GAP)—as in Ref. [41]. In the main
text we only show the results corresponding to the Watanabe-
Samela, Mota and GAP potentials. We include analogous
analysis for the other potentials in the Supplemental Material
[42].

SHIs deposit the energy in materials via electronic exci-
tations; this energy is subsequently transferred to the atoms
via the electron-phonon coupling mechanism. We model this
process in SiO2 and Si3N4 using the two-temperature model
(TTM) [43] with the source function given by the Walig-
orski distribution [44]. In silicon, the carrier multiplication
is much stronger, hence, in this material we described the
carrier dynamics and the energy transfer to the lattice by the
Monte Carlo two-temperature model (MC-TTM) similarly as
it was done in Refs. [6,45]. We also note that we used the
instantaneous energy deposition scheme to simulate the SHI
ion impacts in SiO2 and Si3N4, whereas the energy in a-Si was
introduced according to the energy transfer rate in MC-TTM.

The energy is deposited by assigning the corresponding
velocities in random directions to the atoms within the track.
We applied a thermostat at the lateral borders of the cell to
emulate the cooling effect of the surrounding cold amorphous
matrix. We use the same Au ion with the energy of 185 MeV
and the same TTM parameters as in Refs. [3,6], since the
simulation results with this parametrization were found to be
in a good agreement with experiment. Thermodynamic prop-
erties, such as temperature and pressure, are vaguely defined
in the length and time scales of ion track formation. We obtain
statistically meaningful values of temperature (T ∗) and pres-
sure (P∗) inside the track by averaging these quantities within
nanometer-thick cylindrical shells comprising ∼10000 atoms
(1000 atoms in the simulations with GAP) coaxial with the ion
track. The hydrostatic atomic pressure was also averaged over
the time intervals of either 100 or 300 fs and was obtained
from the per-atom virial stress-tensor including the kinetic
component.

The irradiation simulations were performed with simula-
tion cells of approximate dimensions 25 × 25 × 50 nm3. We
tested the convergence with cell size by using a cell twice as
large in the lateral dimensions for a-SiO2 with the Watanabe
potential, and we observed the same density profile as in
the smaller cell (for more information, see the Supplemental
Material [42]). Due to the large computational cost of the
bigger cells, we decided to perform the rest of the simulations
with the cell of the original dimensions.

III. RESULTS

A. Dynamics of density modulation during ion track formation

In Fig. 1, we show the spatiotemporal evolution of densities
in all three materials after the initial deposition of energy. The
graphs show representative results for a-SiO2 in the Watanabe

FIG. 1. Time evolution of the radial density after the impact of
Au 185 MeV ion in three materials: a-SiO2 (left), a-Si3N4 (center),
and a-Si (right). The color shows spatiotemporal radial distribu-
tion of the relative density change away from the ion path (at the
beginning of the horizontal axis). The figures from the bottom to
the top (the vertical axis) show the dynamic of radial distribution
of the density change from the instant right after the impact and until
the track has cooled down. The density change is averaged along
the z axis within the concentric cylindrical shells from the ion path.
The range of density changes is given by the color scale bar at the
top of the figure. The solid yellow lines illustrate the propagation of
the melting/solidification front and the black lines are the isobaric
contours for some reference pressure values.

potential, for a-Si3N4 in the Mota potential and for a-Si in
the GAP potential. The other potentials predicted similar evo-
lution dynamics; the corresponding figures can be found in
the Supplemental Material online [42]. The graphs show that
shortly after the ion impact the underdense core and overdense
shell start developing in a-SiO2 and a-Si3N4. The formed fine
structure remains until the end of the simulation. In a-Si, on
contrary, the initially underdense core turns overdense within
the first 50 ps of track evolution and remains densified until
the end of the simulation. These results are consistent with
experimental observations as well as with previous simulation
results [3,6].

The isothermal contours shown in yellow in Fig. 1 out-
line the regions where the temperature reached above the
melting point in the respective MD potential. These regions
shrink with time, however, we see that overdensification takes
place where the temperature stays above the melting point for
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FIG. 2. Density evolution during a heating/cooling cycle at different pressures in a-SiO2 (WS) with Watanabe-Samela, a-Si3N4 and a-Si
(GAP). We show the heating data (also referred as ρqEOS(T, P) in the text) with points, and the cooling data for 0.002 K/fs and 0.02 K/fs with
dotted and dashed lines, respectively.

several picoseconds. Due to the rapid thermal expansion in
the track core, we also register high pressure inside of the
simulation cells. Black isobaric contours outline the regions
where the pressure exceeds ∼8 GPa in a-Si3N4 and ∼2 GPa
in a-SiO2. We see that the track in these materials solidifies
under elevated pressure.

In silicon, on contrary, the high density of a liquid phase
gives rise to tensile stresses inside the track at the early stages
of the track development. As the track starts cooling down,
the liquid silicon within the track undergoes a phase tran-
sition from HDL to LDL and the pressure rapidly rises to
1–2 GPa during the core solidification. In the three materials,
the pressure remains high for tens of picoseconds and, hence,
providing sufficient condition to trigger polyamorphic phase
transitions in the cell.

Since we focus our study on ultrafast phase transitions dur-
ing development of an ion track, we note that we do not aim to
reproduce the density differences in the core-shell structure of
the track to match exactly those that were measured in exper-
iment. First, the experimental values are given by averaging
over the large number of tracks in the structures irradiated
to relatively high fluences. Second, the long-term relaxation
processes may modify somewhat the density changes seen
within the short time span of MD simulations. The long-term
relaxation may play an important role in the analysis of the
density differences in a-SiO2, which is able to undergo partial
relaxation of built-in stresses at relatively low temperatures
[46,47]. In Ref. [48], it was shown that the interatomic po-
tentials, that are also chosen for the present study, capture
correctly the fine structure of the tracks in both materials,
SiO2 and Si3N4, offering an opportunity to investigate in
detail the atomic dynamics of these very fast phase transitions.

B. Pressure effect on density in amorphous structures

We complement the study of the dynamics inside the ion
track with near-to-equilibrium simulations of phase transi-
tions at elevated hydrostatic pressures and temperatures in the
same materials. We investigate how the pressure and cooling
rates affect the density of the structures. For these simula-
tions we use smaller cells of approximately 5000 atoms. The

temperature and pressure are controlled everywhere in the
cell by the thermo- and barostats according to the Berendsen
algorithms [49], while the Nosé-Hoover approach [50] is used
in the simulations with the GAP potential.

It is clear that the true equation of state (EOS) for a given
material cannot be achieved within the time and length scale
of MD simulations. However, since the initial structures of
the studied materials were thoroughly optimized within the
respective potentials, the heating curves obtained by slowly
heating the amorphous network at fixed pressure values in
the NPT ensemble are sufficiently close to the true EOS at
those pressure and temperature values for the purpose of the
given study. For clarity we will refer to these simulations as
corresponding to quasiequilibrium EOS (qEOS).

In Fig. 2 we show the variation of quasiequilibrium density
ρqEOS(T, P) as a function of temperature in all three structures
heated under different pressures with the rate of 0.002 K/fs.
After the temperature in the system reaches far above the
melting point, we cool the structures slowly with the same
rate of 0.002 K/fs. In the same graphs, we plot the evolution
of the density upon cooling with the faster rate of 0.02 K/fs.
This rate reduces the temperature in the system by 2000 K in
100 ps, which is comparable to the typical cooling rates inside
of an ion track. Due to the computational costs of simulations
with GAP, we performed only fast rate (0.02 K/fs) heating
and cooling of the system in this potential.

Figure 2 shows that at zero pressure both a-Si3N4 and a-Si
recover the original density during slow cooling. We note that
a-Si recovers the original density in GAP even with the fast
cooling rate. The Stillinger-Weber and Tersoff potentials (see
Supplemental Material [42]), showed densification of the a-Si
structures with the faster cooling rate.

We notice that the density of the liquid phase of a-SiO2 in
the Watanabe potential tends towards underdensification even
with the slow cooling rate. Moreover, neither Watanabe, nor
Munetoh potentials (see Supplemental Material [42]) predict
the density anomaly during the solid-to-liquid phase transition
in a-SiO2 [46]. This anomaly was previously reproduced with
the BKS potential [51]. However, in the present study, we do
not aim to analyze the long-range electrostatic interactions,
which may affect slight compactification seen in a-SiO2 upon
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melting, but rather the way covalent bonds can reorganize
under elevated pressures and temperatures. The latter is not
accessible in the BKS potential, but is crucial for the studied
transitions.

The curves showing the density evolution during the heat-
ing under applied hydrostatic pressure show densification of
the molten phase in all three materials. Densification of the
molten phase of a-SiO2 was reported in Ref. [14], which was
linked to the rearrangement of the tetrahedral network of SiO4

tetrahedra. Moreover, we notice that if the material in the den-
sified liquid phase solidifies under pressure, the amorphous
network remains compactified. In a-SiO2 and a-Si3N4 the
densification shows no dependence on the cooling rate either
(compare the dotted and dash-dotted lines in Fig. 2).

Furthermore, we analyze how the structures densified un-
der pressure, relax once the pressure is removed while kept
at constant temperature. With this purpose, starting from the
densified structures at pressure P1, we run additional NPT
simulations where the pressure is relaxed to a lower value
P2. We compare the remaining densification at the end of
the simulation to the density, which the structure should have
according to the qEOS at the pressure P2 and the same tem-
perature [ρqEOS(P2, T ) in Fig. 2]. In other words, we follow
the density relaxation process through the value of the excess
density during the relaxation run P1 → P2, which is defined as

δρP1→P2 (t ) = 100
[ρP1 (t, T, P2) − ρqEOS(T, P2)]

[ρP1 (t = 0, T, P2) − ρqEOS(T, P2)]
, (1)

where ρP1 (t, T, P2) denotes the density of the structure ob-
tained at the pressure P1 and at time t after the pressure
was reduced to the value P2. According to this definition,
the excess density of 100% indicates that the density did not
relax and it is equal to the original density of the structure at
pressure P1, whereas 0% means that it is fully relaxed to the
qEOS density under the new pressure value.

For quantitative description of the density relaxation pro-
cess, we fit the time evolution of the excess density as

δρP1→P2 (T ) = A + Be−t/τ , (2)

where τ is the relaxation time of the structure.
The results in Fig. 3 show the temporal evolution of the

density relaxation process in the a-SiO2 (WS) and a-Si3N4

structures at different temperatures, while the pressure in the
system was changed from P1 → P2.

We see that the structure relaxes within a few ps at high
ambient temperatures (see curves 7 → 3 GPa, 4500 K in the
top graphs, and 10 → 5 GPa, 3300 K in the bottom graphs
of Fig. 3), while the cooler ambient temperatures increase the
relaxation times by an order of magnitude, at least. Moreover,
we see that both structures fully relax only at high tempera-
tures.

The complete pressure relaxation in a-SiO2 (2 GPa →
0 GPa) and in a-Si3N4 (5 GPa → 0 GPa) at temperatures
below the melting point (1500 K and 1650 K, respectively) did
not result in the full recovery of the densities. We note that we
observe this behavior in a-SiO2 already near the melting point
(T = 3000 K). In that simulation, the density was not able to
reach the qEOS value at 0 GPa even after 1 ns of simulated
time.

FIG. 3. Density relaxation of amorphous structures with time
after a change in pressure. The y axis shows the excess density in
the structure calculated according to Eq. (1). The top and bottom
subfigures show the density relaxation for a-SiO2 (WS) and a-Si3N4

structures, respectively. The black lines indicate the fit of the data
with an exponential decay function from Eq. (2).

As we see in Fig. 3, the excess density in the simulations
at lower ambient temperatures remained at the level >50%
of its original value. This clearly indicates that compactified
under pressure undercooled liquid phase is able to remain
densified even after the pressure is fully removed. These re-
sults are in line with previous experiments, which showed the
compaction of glass melts at high pressures [13,14,46]. The
compactification of the melt under external pressure is not the
same as the densification of a-SiO2 upon melting [52], which
was reported to recover slowly with time [53,54]. This ability
to stabilize the compactified phase under external pressure
may also explain the fact that track shell structure remains
overdensified long after the impact.

C. Effect of pressure on density inside the track

The results presented in Figs. 1 and 2 suggest that the
permanent densification of the track shell in a-SiO2 and a-
Si3N4 can be caused by the pressure sustained during the
solidification stage of track formation, and that the presence
of ion-induced point defects is not required to produce this
effect. To verify this observation, we return to the interpola-
tion scheme used in Fig. 3 and compare the density inside
the track with the values ρqEOS(T, P) interpolated from the
heating curves in Fig. 2.
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FIG. 4. Time evolution of the density and pressure inside the track in a-SiO2 with Watanabe-Samela potential (top), a-Si3N4 and a-Si
with GAP potential. The solid lines denote the track shell and the dashed ones the core; we show the actual simulation density, as well as the
qEOS ρqEOS(T ∗, P∗) prediction. We also include the density ρhist (T ∗, P∗) for an amorphous structure cooled at the corresponding solidification
pressure of each material according to Eq. (3). The original density in the cell is indicated with a black horizontal dashed line.

In Fig. 4, we show the temporal evolution of the density
(dark blue line) and pressure (red line) in the track core re-
gion (within 1 nm radius from the center of the track) and
shell (between 4–5 and 3–4 nm from the center for a-SiO2

and a-Si3N4, respectively) as obtained in the simulations of
SHI impacts. In the same graph, we include the density of
structures (light blue line) obtained in the quasiequilibrium
simulations ρqEOS(P∗, T ∗) at the same temperature and pres-
sure as T ∗ and P∗ estimated inside the track. Asterisks mark
the values averaged within the small regions of track struc-
tures in the MD simulation cell, as described in Sec. II.

Density oscillations shown in dark blue in Fig. 4 in both the
core (dashed line) and the shell (solid line) regions of the track
are coherent with the pressure fluctuations in the correspond-

ing regions (red dashed and solid curves, respectively). These
present the thermoelastic wave generated in the matrix by the
localized energy deposition along the ion path. Although the
generated wave would in reality mainly propagate further, in
the finite size MD simulation cell the wave returns via periodic
boundaries. This artifact does not, however, affect the final
density distribution in the corresponding regions, which we
verified by changing the size of the cell (see Supplemental
Material [42] for more details).

In Fig. 4 we see that the qEOS density curve interpolated
for T ∗ and P∗ found in the shell region (solid light blue curve)
follows closely the curve of the shell density almost from the
moment of the impact (� 1 ps), i.e., when the material around
the ion path becomes molten.
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We notice that both density curves in the track shell re-
gion, the actual and the qEOS-interpolated, start diverging
after a certain time in all materials. We identify the point
of divergence as the instant when the molten material starts
solidifying and the viscosity increases. The solidification is
initiated in each material under different pressures Psol, which
are ∼2 GPa and ∼8 GPa in a-SiO2 and a-Si3N4, respectively.
In a-Si, however, we see that track and qEOS curves start
diverging earlier and both curves show a phase transition from
HDL to LDL at different times as a consequence of the over-
heating effect seen in Fig. 2. From the sharp drop of the track
density for a-Si in Fig. 4, we estimate that the solidification
takes place approximately at 1 GPa in our simulations.

Although the temperature at this moment is still above the
melting point in the corresponding potential (vertical solid
gray line), the solidification of the structure has already begun.
As we saw in Figs. 2 and 3, these materials exhibit a memory
effect, i.e., when they solidify under pressure, they undergo
structural modifications, which remain intact even after the
pressure is released. The qEOS curve, however, is recon-
structed from the quasiequilibrium densities at the given P∗
and T ∗. Therefore, it assumes instantaneous density relaxation
to a metastable equilibrium density for the given condition
without taking into account the history of the cooling condi-
tion.

As we saw in Fig. 3, this history is particularly impor-
tant when structure cools under different pressure conditions.
Hence, we have to take into account that in the region around
the ion track, considering that the track shell in a-SiO2 and
a-Si3N4, or track core in a-Si, solidify at elevated pressures.
In order to verify whether the compactification in the track
regions indeed occurs due to solidification under high pres-
sures, we take into consideration the cooling history of the
amorphous structure in the track when modeling the density
in the shell ρhist(T ∗, P∗) (orange solid line in Fig. 4). This
density curve corresponds to the structure solidified at am-
bient pressure Psol and whose network configuration remains
unchanged after solidification despite changes of pressure.

To obtain ρhist(T ∗, P∗), we use the cooling curves
ρcool

Psol
(T ∗) from Fig. 2, and include a compression related cor-

rection as follows:

ρhist(T ∗, P∗) = ρcool
Psol

(T ∗) × e−KPsol (P∗−Psol ), (3)

where KPsol is the bulk modulus of that structure measured at
300 K. The results of this model are shown in Fig. 4 (orange
line) for the shell after it started solidifying, i.e., after the
temperature drops below the melting point.

We define the solidification pressure Psol as the pressure at
the moment when the curves describing the track-shell density
and the quasiequilibrium density ρqEOS(P∗, T ∗) start deviat-
ing from one another in Fig. 4. As we discussed earlier, we
estimate this pressure as 2, 8 and 1 GPa for a-SiO2, a-Si3N4,
and a-Si, respectively.

In Fig. 4, we see that the simple expression (3) is capable
of capturing the density transformation in the track shells of
a-SiO2 and a-Si3N4, and in the track core of a-Si, and predicts
similar compactification of the structure. The good agreement,
hence, supports the original hypothesis that the overdense
shell forms as a result of the liquid-to-solid phase transition

under the elevated pressures caused by strong thermal expan-
sion after the localized energy deposition.

In the simulations with a-Si, we see that the density in
the core, at first, dropped below the initial density due to the
initial thermal expansion, but then rapidly recovered and even
increased to up to 3%. Unlike a-SiO2 and a-Si3N4, the density
in the core of a-Si remains low only for a short time (see
Fig. 1), partially due to the large density increase in the LDL to
HDL phase transition as well as due to the lower temperatures
reached as a result of the higher thermal conductivity. The
changes in density inside the track go hand-in-hand with the
variations in pressure, which reaches up to 2 GPa at 200 ps
after the ion impact. The results of the cooling curves in Fig. 2
confirm that the structure does not recover fully to the initial
value if the solidification has happened under pressure. In that
figure we see a ∼2% increase in density upon cooling from
the melt at 1 GPa.

The dynamics of density changes in this material is mainly
explained by the phase transition from solid-to-LDL, and then
the LDL-to-HDL transition. Without additional pressure the
cooling would induce the reverse transitions, which we ob-
serve in Fig. 2 and the density fully recovers. Nevertheless,
we observe a hysteresis with the fast cooling rate, similar to
the one inside the ion track, due to the slower transition from
HDL to LDL phase. This hysteresis is seen in Figs. 4 and 1,
as the materials remain in the HDL phase at temperatures
below the melting point, and leads to an earlier divergence
between the ρqEOS(T ∗, P∗) and the track core density. More-
over, in Fig. 2 we notice that the hysteresis becomes yet more
pronounced at higher pressures.

During the solidification of the shell, the track core is yet in
the denser HDL phase and the pressures are negative or close
to zero. These conditions allow the track shell to transition
from HDL to the LDL. As this transition takes place, the
shell takes more volume and the pressure inside the track
rises. By the time the material within the core undergoes the
phase transition into LDL, the pressure is high, and the LDL
phase solidifies under pressure yielding a denser structure.
The pressure inside the track remains high even after the ion
track had cooled down. Despite this, the difference in Fig. 4
between ρqEOS(T ∗, P∗) and ρhist (T ∗, P∗) [see Eq. (3)] shows
that about one-third of the densification in the track core is due
to structural changes; therefore we expect this density increase
to remain even if the stresses inside the core eventually fully
relax.

The density of the track core in a-SiO2, (dark blue dashed
line), on the other hand, is considerably lower than that pre-
dicted by the qEOS model (light blue dashed line). We note
that the pressure inside the track core during solidification is
low (see red dashed line in Fig. 4). In the qEOS simulations,
we see that at zero pressure the structure quenches into a
solid resulting in a density lower than the initial one. The
faster the cooling rate, the lower the final density becomes
(compare the dotted and dot-dashed orange lines in top left
panel of Fig. 2). Moreover in this region, the solidification
happens under negative pressure, since the overdense track
shell solidifies earlier giving rise to tensile stress in the track
core.

We note, however, that the other a-Si potentials used in the
current study, Tersoff and Stillinger-Weber, did not exhibit
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FIG. 5. Analysis of the a-SiO2 structure in the core and shell
regions of the track. We include as reference the analogous analysis
for amorphous structures quenched at 0 and 2 GPa pressures. The
subfigures include the following analysis: (a) Distribution of the Si-
O-Si bond angles. (b) Ring distribution of the amorphous structure.

the same behavor of a-Si as we observed with the GAP. In
these potentials, the pressures inside the track are very low
and the overdense core forms due to the HDL phase, which
is not capable to relax fully into LDL during the fast quench.
Nevertheless, we believe that the interatomic forces are more
accurately described in GAP, since the potential was fitted
consistently to the DFT data; hence, we expect that this poten-
tial predicts more accurately the physics of the ultrafast phase
transitions, which take place during the development of ion
tracks in a-Si.

D. Ring and bond angle analysis

Previous computational studies identified specific changes
in ring [13] and bond angle distributions [14] in pressure-
induced densified a-SiO2 structures. Hence, we further
analyze the structure inside the track region in a-SiO2 using
the same approach to corroborate the finding that the structural
changes in this region are pressure induced. In Fig. 5, we show
the ring and the Si-O-Si bond angle distributions in the core
and shell regions of the track. We included the same analysis
for the smaller cells from Fig. 2 that are cooled under 0 and
2 GPa pressures. As we see in Fig. 2, the cooling rate did not
affect significantly the density at high pressures, nevertheless,
it might still modify other structural properties, apart from
the density only. Therefore, we include the analysis for the
smaller cells quenched at 0.02 K/fs and 0.002 K/fs cooling
rates.

We observe in Fig. 5(a) a slight shift of the angle distribu-
tion towards the smaller bond angles and a noticeable increase
in the low angle tail (less than 120 degrees) compared to the
track core. We observe identical trend in the small cells, where
the structures cooled under 2 GPa exhibit a small peak in
the low bond-angle tail, which is missing in the structures
cooled under 0 GPa. There is an insignificant difference in
the distributions plotted for the structures cooled down with
different cooling rates. The slower cooling rate resulted in a
tiny shift of the main peak of the towards the larger angles.
These trends has been observed previously with other inter-
atomic potentials [52,55,56].

In Fig. 5(b) we show the analysis of the ring distribution for
different structures. We see that the distribution in the track
core is narrower than in the shell and shows larger fraction of
the small rings. The small cells cooled under pressure show
similar behavior and the distribution of the structures cooled
with the rate 0.02 K/fs at 0 and 2 GPa resemble closely
the distribution in the track core and shell, respectively. The
structures cooled with the slower cooling rate 0.002 K/fs,
however, show an increase of five- and six-member rings, and
show less dependence on the applied pressure.

From the analysis of the ring and bond angle distributions,
we can conclude that the structural changes seen inside the
track originate from the transient pressure during the track
cool down, as we have initially proposed. The analysis of
the ring and bond angle distributions are consistent with our
initial hypothesis, which attributed the structural changes in-
side the track to the transient pressure during the track cool
down.

E. Formation mechanism of ion tracks in amorphous
materials based on tetrahedral network

In Fig. 6, we summarize the presented results and illus-
trate with schematics of the formation mechanism of the ion
track core-shell structure in the studied amorphous materials.
The high pressures during the liquid-solid phase transition in
the shell (or core in a-Si) region causes compactification of the
amorphous structure, while the low pressure and fast quench
rates in the core (or shell in a-Si) lead to formation of under-
densified structure.

In this work, we addressed only the processes that develop
within the time scales covered by the MD time scale. Hence,
we are able to capture the ultrafast (subnanosecond) phase
transitions that take place in the materials during the evolution
of an ion track. While further relaxation of stresses frozen
in the formed tracks via longer-term processes is possible,
previous experiments on continuous permanent densification
in a-SiO2 during solidification under pressure [13,46] suggest
that such relaxation will not be significant. To our knowl-
edge, similar densification under pressure has not been yet
reported in a-Si3N4 and a-Si despite the fact that the tetra-
hedral network is specific to the structure of these materials
as well. Moreover, experimentally observed and confirmed in
atomistic simulations core-shell (core) structures in a-Si3N4

(a-Si) [3,6], suggest that the compactified phase in the track
remains stable because of extremely fast quench rate during
the ion impact. Such fast quench rates are not accessible in
macroscopic experiments. Moreover, the cylindrical symme-
try of the track might also hinder the relaxation of the modified
amorphous structure. The core-shell fine structure has not
been observed in other amorphous materials, therefore, we
attribute the formation of these fine structures in the studied
materials to the remarkable stability of different tetrahedral
network configurations typical to polyamorphic materials.

IV. CONCLUSION

In conclusion, we show that the core-shell (core) structures
of the ion tracks develop in a-SiO2/a-Si3N4 (a-Si) upon so-
lidification of the amorphous network at different pressures:
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FIG. 6. Illustration of mechanisms leading to formation of the fine structure inside the track. The subfigures correspond to different
amorphous materials: (a) for a-SiO2 and a-Si3N4, (b) for a-Si.

overdense shell (elevated pressures), underdense core (low or
negative pressures). The good agreement between the den-
sification in the track and the equilibrium densities reached
for corresponding structures in the same thermodynamic con-
dition, shows that the densification in the shell region is
not formed by the flow of defects into the cold surrounding
matrix, as previously proposed, but due to compactification
and solidification of the network under elevated pressures.
Irradiation experiments show that the density modifications
inside the track are stable at room temperature; we link the
formation of these structures and their long lifetimes in the
track to the polyamorphic nature of the tetrahedral networks,
which exhibit multiple metastable configurations under pres-

sure. These results clearly show that not only the temperature,
but also the transient pressure due to an ion impact can lead to
permanent structural modifications in the track.
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