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Ab initio modeling and experimental investigation of Fe2P by DFT and spin spectroscopies
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Fe2P alloys have been identified as promising candidates for magnetic refrigeration at room-temperature and
for custom magnetostatic applications. The intent of this study is to accurately characterize the magnetic ground
state of the parent compound, Fe2P, with two spectroscopic techniques, μSR and NMR, in order to provide solid
bases for further experimental analysis of Fe2P-type transition metal based alloys. We perform zero applied
field measurements using both techniques below the ferromagnetic transition TC = 220 K. The experimental
results are reproduced and interpreted using first principles simulations, validating this approach for quantitative
estimates in alloys of interest for technological applications.
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I. INTRODUCTION

Fe2P-based alloys have attracted significant research in-
terest in recent years owing to their first-order magnetic
transition (FOMT) coupled to a magnetoelastic transition, giv-
ing rise to a giant magnetocaloric effect in the vicinity of their
Curie temperature [1]. This transition is tunable across room
temperature by suitable (Fe,Mn) and (P,Si)/(P,B) substitution
[2,3]. Along with their composition by cheap and abundant
elements, this makes them eligible for energy transduction
applications including solid-state harvesting of thermal en-
ergy [4,5] and real-case magnetocaloric refrigerators, that
provide increased energy efficiency and substantial environ-
mental benefits compared to gas compression thermodynamic
cycles [6–9].

A FOMT is also shown by the parent compound Fe2P [10],
which exhibits a much larger magnetocrystalline anisotropy
(MCA) than Fe2P-based FeMnPSi compounds [11], making it
rather a candidate material for permanent magnets. Indeed, its
Curie temperature (TC ≈ 220 K) is too low for most applica-
tions. However, TC can be raised well above room temperature
by suitable Si, Ni, or Co alloying while preserving a MCA
nearly as large as in the parent compound [12]. It is therefore
apparent that pure Fe2P, though not directly applicable in
magnetic or magnetocaloric technology, shares most of its
physics with the derived alloys, while it is possibly a simpler
system to model theoretically.

Fe2P crystallizes in the hexagonal C22 structure with a
space group P6̄2m (189). The primitive unit cell contains
three formula units and four inequivalent sites, with iron oc-
cupying the 3 f (Fe1) and the 3g sites (Fe2) in equal number,
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and phosphorus occupying sites 2c (P1) and 1b (P2) in a
2:1 ratio [13,14]. The compound orders ferromagnetically
(FM) with magnetic moments directed along the c axis. The
magnetic structure of Fe2P has been widely investigated by
neutron scattering and Mössbauer spectroscopy [10,14–19].
All reports qualitatively agreed on a larger Fe2 moment with
a localized character, and a reduced Fe1 moment typical of
itinerant magnetism (a feature shared by FeMnPSi alloys
[20]). However, poor quantitative agreement on the size of
the Fe1 magnetic moment characterized early literature and,
in addition, the presence of helical states below Tc was dis-
cussed [18]. Recently, elastic neutron scattering experiments
[21] seem to have finally established the value of the Fe1 and
Fe2 moments as 0.8 μB and 2.11 μB, respectively. The same
experiments also showed absence of canting below Tc and the
presence of sizable local moments on Fe up to 30 K above the
FM transition temperature.

In this work, we present an investigation of the magnet-
ically ordered phase and of the magnetic transition of this
compound by two local probes of magnetism, namely NMR
and μSR. Both techniques have been used to probe Fe2P only
in their infancy and published results are very limited to the
best of our knowledge [22,23].

In zero applied field (ZF), 31P and 57Fe nuclei resonate in
their hyperfine fields, giving rise to distinct resonance lines
for each crystallographic site. We detected the 57Fe resonance
stemming from Fe2 and the 31P resonances of P1 and P2 and
unambiguously assigned them to their respective nuclei, thus
correcting the peak attribution by an early NMR work [23],
which is proven here to be erroneous. The so-determined 31P
hyperfine fields effectively complement the determination of
the 57Fe hyperfine fields by Mössbauer spectroscopy [10]. ZF
μSR showed a single sharp precession peak below TC , whose
low-temperature frequency poses stringent constraints to the
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stopping site of the implanted muons, while its temperature
dependence confirms a FOMT in the system. Experimental
results are compared to a simulation of the system by ab initio
methods, yielding theoretical predictions for the local fields at
the 31P, 57Fe nuclei and at the muon in its stable interstitial
site.

The motivation of this work is threefold. First, the incon-
sistencies that can be found in the sparse and often very old
literature on Fe2P, as pointed out above, demand clarification
by newer experiments. Second, this study will guide the inter-
pretation of NMR and μSR experiments on Fe2P-based alloys
of interest for applications. Third, our results benchmark and
validate ab initio investigations of hyperfine couplings that are
shown to be extremely useful for experimental data analysis.

II. MATERIAL AND METHODS

Fe2P is prepared by firing a mixture of BASF carbonyl iron
powder with red phosphorus under protective atmosphere.
This mixture reacts exothermally and is very low in transition
metal impurities, less than 0.01%. It was checked by x-ray
diffraction to be single phase Fe2P type.

The NMR experiments were carried out by a home-built
phase-coherent spectrometer [24] and a resonant LC probe-
head, using a field-sweeping cold-bore cryomagnet (Oxford
Instruments Maglab EXA) equipped with a helium-flow vari-
able temperature insert and a nitrogen-flow cryostat in zero
field as sample environments at T = 5 K and T � 80 K, re-
spectively. ZF measurements at 77.3 K were performed by
directly immersing the probehead in a liquid nitrogen dewar.
In Fe2P there are actually two distinct ways of performing
NMR. The first is, in ZF, exploiting a highly enhanced signal
from the nuclei in the domain walls [25,26]. The second
records the signal of the nuclei inside the domains. Both
these conditions, achieved with distinct excitation regimes and
corresponding, respectively, to the application of short and
strongly attenuated radio frequency (rf) pulses on one hand,
and of longer and much more intense pulses on the other, were
identified for the ZF resonance of 31P nuclei. Nevertheless,
only the domain wall NMR signals were systematically em-
ployed in our ZF investigation, as their low-power excitation
is experimentally more convenient. The domain wall signal
is progressively extinguished in increasing applied fields, and
only signals with similar excitation characteristics as the ZF
domain signal are detected in applied fields large enough to
saturate the magnetization. Additional details about the ex-
perimental determination of these two conditions are reported
in the Supplemental Material (SM) [27].

μSR experiments were performed on the LAMPF (Los
Alamos Meson Physics Facility) spectrometer at TRIUMF in
Vancouver, Canada and the General Purpose Surface-Muon
Instrument at the Paul Scherrer Institut (PSI) in Villigen,
Switzerland. The loose powder sample of Fe2P used for the
experiment at TRIUMF was loaded into a mylar pouch and
placed in a low-background sample holder. μSR spectra were
collected in zero field (ZF) at temperatures between 100 K
and 300 K using a helium flow cryostat to control the temper-
ature. A calibration measurement was conducted in a weak
transverse field at 275 K. The powder sample used at PSI was
mixed with a small amount of wax. ZF spectra were collected

at 5 K and 200 K using a helium flow cryostat. At both exper-
imental facilities, data were collected in a warming sequence.
Fits to the μSR spectra were conducted via least-squares
optimization using MUSRFIT [28] and a home-built python
package called BEAMS, both of which yielded statistically
indistinguishable results for the oscillating frequencies.

The magnetic and structural stability of Fe2P and of various
alloys have already been studied with different computational
approaches [12,29–31]. We reproduced previously reported
results on the FM phase [16,17,31,32] with both plane wave
and full-potential approaches using the QUANTUM ESPRESSO

suite of codes, the WIEN2K package, and the Elk code [33–37].
The plane wave and pseudopotential method is essential to
reduce the computational effort required for muon site assign-
ment and hyperfine field characterization, while full potential
approaches provide superior accuracy for the evaluation of
the hyperfine fields at P nuclei. All computational details are
reported in the SM [27].

III. RESULTS

A. NMR

Spontaneous ZF NMR signals were detected at low tem-
perature in the 70–90 MHz and the 13–24 MHz frequency
intervals, in loose agreement with the frequency bands where
similar resonances were reported by Koster and Turrell and
assigned therein to 31P in P1 and P2 and 57Fe in Fe1 and Fe2,
respectively [23].

The higher-frequency portion of the ZF spectrum at 5 K
is plotted in Fig. 1(a), together with a phenomenological
multi-Gaussian fit (solid curve). The relatively high frequency
indicates that these resonances stem from 31P nuclei (gy-
romagnetic ratio 31γ /2π = 17.2357 MH/T), since a 57Fe
resonance at the same frequency (57γ /2π = 1.3786 MH/T)
would correspond to hyperfine fields of ≈60 T, requiring an
unphysical local moment >5 μB according to the known iron
hyperfine coupling [38]. Nuclear spin echoes were excited
with shorter and strongly attenuated rf pulses compared to
standard NMR in nonmagnetic compounds, indicative of a
large rf enhancement of the resonance [25]. The mean en-
hancement factor η was estimated to be on the order of 1000
by comparison with the optimum excitation conditions in an
intense applied field saturating the magnetization (see below),
where 1 < η < 2 can be assessed [39]. Such a large η value
proves that these signals originate from nuclei in domain
walls [40].

The 31P ZF spectrum of Fig. 1(a) exhibits a structure with
two cusps at approx. 78 and 88 MHz. Such features were
identified with independent resonance peaks and assigned to
P2 and P1 by Ref. [23]. However, such an attribution is incon-
sistent with experiments. First, the enhancement factors for
the two spectral features differ by a factor of ≈3 (η is larger
on the higher frequency side), a difference that cannot be
reconciled with two close-frequency peaks in a homogeneous
magnetic structure, and rather points to nuclei at different po-
sitions inside a domain wall [25,39]. Moreover, the two-cusp
structure progressively disappears in an applied field large
enough to saturate the magnetization. The same figure also
shows the 5 K spectra from 31P nuclei in the bulk of domains
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FIG. 1. (a) 31P1 NMR spectra at T = 5 K in ZF (domain wall
signal) and in applied fields approaching saturation of the magne-
tization (domain signal). The inset shows the resonant frequency
vs applied field, and the black line is a fit described in the main
text. (b) ZF NMR spectrum at T = 77.3 K: 31P2 (left panel, filled
squares), 57Fe 2 (left panel, empty diamonds) resonance lines, and
31P1 resonance (right panel, filled circles). In both panels, the lines
are a multi-Gaussian phenomenological fit. Portions of the spectra
containing just noise are omitted for clarity.

and in applied field values μ0H ′ = 1.8 T and μ0H ′′ = 3.5 T,
corresponding to a nearly saturated state and a practically full
saturation of the magnetic moment of polycrystalline Fe2P,
respectively [11].

From H ′ to H ′′, vector composition of the internal field
with the external field shifts the resonance frequency as δν =
ν ′′ − ν ′ = μ0(H ′′ − H ′)31γ /2π , in agreement with 31P nuclei
with a positive hyperfine coupling, while the lineshape tends
to a single Gaussian curve at increasing field. It is therefore
apparent that these NMR signals constitute a single resonance
line, which is assigned to P1 by the DFT calculations detailed
below.

The complex lineshape of the ZF spectrum at 5 K seem-
ingly stems from the anisotropic component of the hyperfine
coupling and the particular (though unknown) micromagnetic
structure of domain walls, whereby spins inside a wall do
not sample the solid angle with equal probability. A uni-
form angle sampling relative to crystal axes, on the contrary,
is approached by saturating the magnetization of the poly-
crystalline specimen. The linewidth of the spectrum in the
larger applied field is estimated as �ν = 4.6 MHz, therefore
an rms anisotropic hyperfine field Banis

exp = √
3�ν 2π/31γ =

0.46(1) T. The isotropic hyperfine field at this site can be
estimated from the first moment of the spectrum B(iso)

hf =
2πν̄/31γ = 4.7(1) T, a result that, however, suffers from the
uncertainty on the details of domain walls. A different esti-
mate is obtained from the linear dependence of the resonance
frequency on the applied field, which is obtained from the
average weighted by the multi-Gaussian fit in Fig. 1(a). The fit
shown in the inset of the same figure, where ν(0) is the only
free parameter, provides B(iso)

hf = 2πν(0)/31γ = 3.83(4) T.
At higher temperature, the 31P1 ZF spectrum evolves into

a single narrower peak, again described with a phenomeno-
logical multi-Gaussian fit. The two-cusp structure has already
disappeared at 77.3 K [Fig. 1(b)], where only a weaker
Gaussian shoulder can be detected besides the main peak
at 72.6 MHz, and the overall spectral width is estimated
as �ν = 1.1(1) MHz. The shape of the 77.3 K spectrum,
testifying a variation of the anisotropic hyperfine coupling,
was checked against different spin-echo excitation conditions
(selecting nuclei with different enhancement factors) [41] and
was found to be independent of rf pulse amplitude over more
than two decades. The narrowing of the ZF spectrum wit-
nesses a decrease of the anisotropic hyperfine coupling of P1
from 5 to 77.3 K. On further warming, the mean resonance
frequency vs temperature follows a smooth order parameter
curve, with ν̄(T ) values in good agreement with the literature,
up to 160 K [23]. Above that temperature, the signal is lost due
to exceedingly fast relaxations, and the magnetic transition
cannot be probed by NMR.

Lower-frequency resonances, shown in Fig. 1(b), were in-
vestigated at 77.3 K. The ZF NMR spectrum features a broad,
more intense composite line at 14–18 MHz and a weaker
asymmetric peak at 23.7 MHz. The latter value is in excellent
agreement with a 57Fe resonance in the hyperfine field of
17.2 T reported by 57Fe Mössbauer spectroscopy for Fe2 at
this temperature [10], which warrants the same assignment
for this NMR line. The other broader resonance is, however,
incompatible with the 57Fe NMR of Fe1, although such a
resonance line is predicted at 15.0 MHz (Bhf = 10.9 T) by the
same Mössbauer data. In fact, the same integrated amplitude
(after normalization by ν2) would be expected in that case for
the two signals, given the 1:1 Fe occupancy ratio at the two
sites. The 14–18 MHz signal must therefore originate from
the resonance of the much more sensitive 31P nuclei in a mean
spontaneous field of 0.94(4) T at the complementary P2 site,
while the weaker and overlapped 57Fe(1) line is hidden by
it. Our assignment, which contrasts with early literature [23],
can be checked against the relative receptivity R = R′Bhf =
aγ 3B3

hf = aω3 of the two nuclear species. Here R′ = aγ 3B2

is the usual dependence of the sensitivity of a nucleus on its
abundance a (both isotopic and from site multiplicity) and
the local field B in a nonmagnetic substance, whereas in a
ferromagnet a further dependency on B = Bhf arises from
the enhancement factor [25,39]. After normalization of the
spectra by ω2 (the amplitude correction appropriate for the
signals of a single nuclear species), the integrated amplitudes
A of the 31P and 57Fe signals should scale relative to each other
as Rn = aω, therefore an expected ratio 31Rn/

57Rn = 11, in
fair agreement with the value 31A/57A ≈ 16 that we estimated
experimentally. A direct comparison between the 31P NMR
amplitudes at P1 and P2 is not possible due to the large
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FIG. 2. The local field at the muon site as a function of temper-
ature extracted from fits to ZF-μSR data collected at TRIUMF (blue
squares) and PSI (orange triangles). The vertical dashed line is the
Curie temperature (∼220 K) and the dotted line is a guide to the
eye. Inset: ZF-μSR data at T = 5 K. Orange dots and the solid black
curve represent the experimental data and best fit, respectively. The
coherent oscillations indicate the presence of a well-defined, static
magnetic field at the muon site due to the long-range FM order.

difference in frequency, therefore the employment of different
resonant circuits.

The 31P2 spectrum at 77.3 K exhibits a similar structure
to the one observed at 5 K in the 31P1 one, which can be
explained based on similar arguments. Its linewidth and the
P2 rms anisotropic hyperfine field are estimated as �ν =
1.8(1) MHz and Banis

exp = √
3�ν 2π/31γ = 0.18(1) T, hence

they are significantly larger, both in absolute and relative
terms, than the corresponding P1 values at the same tempera-
ture.

B. μSR

In Fig. 2, we display the ZF-μSR spectrum collected at
5 K (inset) and the internal field as a function of temperature.
The orange dots represent the experimental asymmetry as a
function of time. Well-defined oscillations with a single dom-
inant frequency are clearly visible, confirming the presence of
a static and fairly uniform magnetic field at the muon stopping
site. An excellent fit to the spectrum is obtained using the
standard two-component model expected for static internal
fields, consisting of an exponentially damped sinusoidal func-
tion and a slowly relaxing exponential function, as shown by
the black curve in Fig. 2. At 5 K, the best-fit frequency is ν =
53.72(1) MHz, corresponding to a magnetic field magnitude
of Bμ = ν/γμ = 0.3963(1) T, where γμ = 135.5 MHz T−1

is the gyromagnetic ratio of the muon. Equivalent fits were
performed for the ZF spectra collected at temperatures up
to Tc ∼ 220 K, while above Tc a pure exponential decay is
observed.

The local static field at the muon site extracted from these
fits is displayed as a function of temperature in Fig. 2, with
blue squares and orange triangles representing the results
from data collected at TRIUMF and PSI, respectively. As
the temperature increases toward Tc, the static field steadily
decreases, as expected for a magnetic order parameter curve.
At approximately 220 K (indicated by the vertical dashed line

TABLE I. Ab initio muon sites and contact hyperfine fields. The
columns are: site label α = A–E; fractional coordinates in the con-
ventional unit cell [Fe1 at (0.0,0.257,0.0), 3 f and Fe2 at (0.0, 0.591,
0.5), 3g]; total energy difference �E = Eα − EA; contact hyperfine
field.

Label Wyckoff (x, y, z) �E (meV) BC (T)

A 3g (0.000, 0.328, 0.500) 0 −0.4274
A* 6k (0.052, 0.358, 0.500) 0 −0.5022
B 3 f (0.296, 0.296, 0.000) 280 −0.4573
C 2d (0.333, 0.666, 0.500) 690 −1.7049
D 3 f (0.000, 0.545, 0.009) 760
E 1a (0.000, 0.000, 0.000) 1120

in Fig. 2), however, the static field drops discontinuously to
zero, indicating the occurrence of a first-order magnetic tran-
sition at this temperature. A fast depolarization (not shown) is
observed well above Tc, indicating the presence of short range
correlations, in agreement with previous neutron scattering
results.

C. Computational results

In order to further characterize the microscopic origin of
the experimental results and to validate ab initio estimates of
hyperfine couplings, we evaluated the internal field at P and
the muon sites, after having identified the interstitial position
occupied by the latter following a methodology already exten-
sively discussed [42–51]. Five inequivalent candidate muon
sites, labeled with letters from A to E in order of increasing
total energy, are reported in Table I. The label A* indicates
a slightly displaced analogous of site A, with the distance
dA−A∗ being 0.2 Å. The energy difference between the two
is within numerical accuracy, but their distance testifies a
rather flat potential energy surface that implies some degree
of delocalization of the muon wave function. This has been
shown to have limited effects on the local field at the muon
site provided that the muon is not diffusing [52].

Notably, the positions A and B are just 0.5 Å and 0.3 Å
away from the absolute minimum and the second lowest min-
imum of the electrostatic potential, while site C corresponds
exactly to the position of the third relative minimum of the
electrostatic potential. A similar behavior was found in muon
site calculations performed on FeCrAs that shares the same
space group as Fe2P [53]. Finally, the largest displacement
induced by the muon on the neighboring magnetic atoms is
smaller than 0.15 Å.

A similar approach is used to estimate the local field at P
sites, where, however, relativistic effects must be considered
[54]. The contact term in this case dramatically depends on va-
lence electrons’ spin polarization, and an accurate description
of the latter is mandatory. The short-range dipolar and orbital
contributions are estimated differently by Elk and WIEN2K

(see SM [27]), but in both cases BOrbSR is negligible and
therefore not reported.

IV. DISCUSSION

The computational description of the hyperfine interaction
provides the connection between the details of the magnetic

044411-4



AB INITIO MODELING AND EXPERIMENTAL … PHYSICAL REVIEW MATERIALS 5, 044411 (2021)

FIG. 3. Bar plot of the contributions to the local field Bμ (green)
at four muon sites (A–C), compared with the experimental value
(red dashed lines, sign unknown): dipolar (gray), Lorentz (blue), and
contact (yellow). Inset: the Fe2P unit cell with Fe1, Fe2 magnetic
moments as orange and red arrows, respectively. Brown and mauve
spheres are Fe, P atoms and the muon sites are labeled A–C. The
minima of the unperturbed electrostatic potential, Umin, are shown by
the yellow isosurfaces at Umin + 0.2 eV.

ground state described from first principles and the results
from experimental probes of local magnetic moments. In a ZF
NMR or μSR experiment performed below TC , the effective
field at the nuclei or muon can be separated into multiple
contributions:

BTot = BLR + BDemag + BSR (1)

BLR = BLor + BDip (2)

BSR = BC + BDipSR + BOrbSR. (3)

The first term in Eq. (1) is the long range (LR) dipolar field
which is obtained here in real space using the Lorentz method,
in which the magnetic moment of Fe 3d orbitals inside a
(large) sphere contribute to BDip while those outside it are
treated as a continuum and add into BLor appearing in Eq. (2).
BDemag is the demagnetization field, which can be neglected
in a polycrystalline and multidomain sample, and BSR is the
short range term arising from orbitals localized at the muon or
P site, which is further subdivided, in order of appearance in
Eq. (3), into the Fermi contact, dipolar, and orbital terms.

For the LR dipolar field we approximate the spin polar-
ization of Fe d orbitals as classical magnetic moments with
mFe1 = 0.84 μB and mFe2 = 2.22 μB, both along c. The oc-
cupied orbitals with non-negligible electronic density at the
muon sites consist mainly of s character, so relativistic effects
can be safely neglected. In this approximation, the short-range
contribution [Eq. (3)] is limited to the contact term, which is
estimated from the electronic spin polarization at the muon
position Rl as BSR = 2

3μ0μBρs(Rl ) [45,55] where ρs(Rl ) is
the spin density at the muon site. We can therefore compute
BTot (Rl ) entirely from first principles; the results are shown in
Fig. 3 [56]. The long range dipolar contributions are negligible
for both the lowest energy sites A and B, where the local field
originates from the Fermi contact term. The comparison with

TABLE II. Hyperfine fields (Tesla) at the P nuclei in the low
temperature FM phase. Positive contact fields are along the direction
of Fe-d orbital spin polarization. The two values reported for BC

in the Elk rows are the results of two different algorithms (see SM
[27]). The anisotropic contribution is separated in BDipSR, obtained
by DFT (short range), and the complement BDip, from distant dipole
sums (the Lorentz contribution is 0.35 T). The definition of the two
experimental values is given in the text.

Code Nuc. BC Banis
DipSR Banis

Dip Biso
exp

√
5/2|Banis

exp |
WIEN2K P1 3.8 −1.0 +0.11 3.83(4)a 0.73(2)a

P2 0.3 0.2 −0.19 0.94(4)b 0.28(2)b

Elk P1 4.0/3.2 −0.8 +0.11 3.83(4)a 0.73(2)a

P2 0.2/0.7 0.1 −0.19 0.94(4)b 0.28(2)b

aData from applied field NMR.
bData from ZF NMR.

the experimentally measured local field is excellent for both
sites, with the former showing slightly better agreement.

The calculated hyperfine field at P1 and P2 sites shown in
Table II provides the attribution of the NMR peaks. The con-
tact term accurately reproduces the experimental bulk B(iso)

h f
for P1, while the comparison for P2 is seemingly less accurate.
The field shift of a signal originating from a domain wall, like
our zero field signal for P2, is of the order of the long range
dipolar contribution. In view of the unknown domain wall
structure, this provides a systematic error in our zero field data
analysis. This error can also be approximately quantified by
comparing the local field obtained from bulk and wall signals
for P2, which is 0.9 T. This systematic error has the same
magnitude as the uncertainty of the computational estimate,
as is evident from the comparison of the values referring to
equivalent quantities appearing in Table II, so that the present
analysis of the experimental data is still perfectly adequate for
our comparison purpose. In light of this, the small deviation
between the predicted and experimental isotropic contribution
at P2 is not surprising.

The analysis of the anisotropic part requires more care. In
Table II, the experimental Banis

exp , which represents the average
of the anisotropic broadening over all directions, is multi-
plied by

√
5/2 in order to compare it with the anisotropic

contributions generated by the short-range and long-range
dipolar interactions described ab initio. The experimental val-
ues reported for P2 are small, and the systematic error due
to the lack of domain wall description makes it difficult to
draw meaningful comparisons. On the other hand, in applied
field, at saturation, BLor and BDemag cancel out and, as a con-
sequence, for Fe2P, only BDipSR and BDip contribute to the
anisotropic part. Good quantitative agreement is obtained in
this case for P1.

V. CONCLUSIONS

Summarizing, we investigated the FM phase of Fe2P us-
ing in-field and zero-field 31P NMR and μSR, characterizing
in detail both experimental signals in the low temperature
magnetic phase. These results are interpreted by means of
electronic structure simulations that unveiled the intersti-
tial position occupied by the muon and provided hyperfine
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parameters for P nuclei and the muon, accurately reproduc-
ing the experimental measurements. An excellent agreement
between theory and experiment is reported, and our results
introduce a framework for the analysis of future experiments
on Fe2P alloys of technological interest.
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