
PHYSICAL REVIEW MATERIALS 5, 044406 (2021)
Editors’ Suggestion

3d transition-metal high-entropy Invar alloy developed by adjusting
the valence-electron concentration
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3Faculty of Physics and Center for Nanointegration (CENIDE), Universität Duisburg-Essen, D-47048 Duisburg, Germany

(Received 18 December 2020; accepted 8 March 2021; published 16 April 2021)

By considering the valence-electron concentration of 3d transition-metal alloys and compounds, we develop
3d high-entropy alloy Mn12.1Fe34.2Co33.5Ni12.3Cu7.9 with 8.7 electrons per atom, which is identical to that of
Fe65Ni35 Invar. We carry out x-ray diffraction, scanning electron microscopy, magnetization, thermal expansion,
and elastic modulus measurements, by which we show that the HEA alloy indeed carries Invar properties. This is
evidenced particularly by the observed spontaneous volume magnetostriction and the lattice softening covering
a broad temperature-range around the ferromagnetic Curie temperature.
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I. INTRODUCTION

As a new approach to metallic alloy design, high-entropy
alloys (HEAs) are of interest due to their favorable mechan-
ical properties such as high strength and high ductility under
both cryogenic- and high-temperature conditions [1–3], and
many show excellent resistance to corrosion and hydrogen
embrittlement [4,5]. In contrast to the conventional alloys
composed of two or three principal elements and perhaps
small amounts of additional property-tuning elements, the
HEAs consist of five or more elements in equimolar or near-
equimolar ratios [6,7]. When in solid solution, these materials
have high configurational entropy, which can be estimated
from temperature-dependent heat-capacity measurements [8].
Such disordered solid solution phases mostly have simple
crystallographic structures such as face-centered cubic (FCC),
body-centered cubic (BCC), or hexagonal closed packed
(HCP) instead of forming intermetallic phases [6]. In spite
of the many beneficial mechanical properties of the HEAs,
studies on their physical properties remain limited, mainly due
to the complexity of their electronic structure [9–12].

The properties of 3d metals and alloys are mainly gov-
erned by their electronic structures, particularly close to the
Fermi level, where s and d states are hybridized [13]. This
makes it possible to view the variation of various physical
properties as the number of s and d electrons vary across
the 3d periodic system, this number being parameterized as
the valence-electron concentration, e/a (electrons per atom).
The (e/a) variation of the magnetic moment, known as the
Slater-Pauling curve, is the most well-known example [14,15].
Similarly, crystallographic and magnetic transition tempera-
tures also show universal (e/a) dependencies [16].
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Magnetovolume effects in 3d metals and their alloys can
also be classified in such an (e/a) scheme by considering
the (e/a) dependence of the volume magnetostriction. Such
a plot reveals a range of e/a, where substantial spontaneous
volume magnetostriction ωs, related to Invar and anti-Invar
properties, is found with the largest magnetovolume effects
occurring around (e/a) = 8.7 for Invar and around (e/a) = 7
for anti-Invar [16].

In a similar manner, the physical properties of HEAs com-
posed of only 3d elements can also be expected to show
universal behavior with respect to e/a. For example, the
equiatomic CrMnFeCoNi Cantor high-entropy alloy with fcc
structure has (e/a) = 8, which is the same value for Fe. How-
ever, the structure of CrMnFeCoNi at room temperature is not
BCC but instead FCC throughout the solid-state temperature
range. This feature makes CrMnFeCoNi particularly interest-
ing because at this (e/a) value, one can expect that the alloy
would exhibit the predicted anti-Invar properties of FCC-Fe,
which is discussed in the subsequent paragraph. Indeed, recent
studies have shown that the Cantor alloy shows similar anti-
Invar properties [17].

Invar is the unique property of a material having a low coef-
ficient of thermal expansion α because of the presence of mag-
netovolume fluctuations occurring between the large-volume-
high-moment ground state and the energetically higher-lying
small-volume-low-moment state [16,18,19]. Anti-Invar is
just the opposite of this, whereby the large-volume-high-
moment state is the energetically higher-lying state than
the equilibrium small-volume-low-moment state [20,21]. In
the case of Invar, the presence of these states provides a
quasinegative anharmonicity allowing at finite temperatures
the small-volume-low-moment state to be progressively ac-
cessed through high-moment to low-moment fluctuations. The
quasinegative anharmonicity compensates the normal positive
anharmonicity, and the material does not expand. The proto-
type material with (e/a) = 8.7 is the Fe65Ni35 alloy, which
exhibits a small thermal expansion coefficient ranging from
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low temperatures up to its magnetic transition temperature
at around 550 K [16]. In the case of anti-Invar, the normal
positive anharmonicity is enhanced, and the material expands
more than normal. Invar and anti-Invar materials can be both
ferromagnetic and antiferromagnetic in their ground states.
Both effects rely on high-moment-to-low-moment fluctua-
tions.

Just as the anti-Invar effect can be found in a HEA, it
should also be possible to design an Invar-HEA by adjusting
its e/a. Therefore, composing a HEA with (e/a) ≈ 8.7 could
be a suited design pathway for an alloy with a magnetovolume
effect over a considerable temperature range and should also
show a lattice softening in the temperature range where the
magnetovolume effect occurs. For a normal metallic material,
decreasing the temperature causes a volume decrease, and the
elastic modulus increases accordingly. For Invar materials,
the volume expansion is compensated by the quasinegative
anharmonicity in the ground state resulting in a decrease in the
elastic modulus with decreasing temperature [22]. The details
of lattice softening can be found in the results of extended
x-ray absorption fine structure studies [23]. In some cases,
the elastic modulus can be temperature independent over a
broad temperature, which is known as the Elinvar effect. In
this work, we design a HEA with (e/a) = 8.7 and investigate
it using x-ray diffraction (XRD), thermal expansion, mag-
netization, and elastic properties measurements. We verify
that based on the (e/a) scheme, the material does indeed
exhibit Invar properties as we evidence from the results of
measurements on the temperature dependencies of the thermal
expansion and the Young’s modulus.

II. EXPERIMENTAL

An ingot of Mn12.1Fe34.2Co33.5Ni12.3Cu7.9 HEA [compo-
sition in at.% and elements arranged in increasing valence-
electron concentration (e/a)], for which (e/a) is the same as
that for Fe65Ni35 with (e/a) = 8.70), was prepared in a vac-
uum induction furnace using pure metals with purity of at least
99.8%. The composition was determined by wet-chemical
analysis. A sample with dimensions 25 × 60 × 10 mm3 was
machined from the cast ingot and homogenized at 1000 ◦C for
24 h in Ar atmosphere followed by water quenching.

The microstructures of the as-cast and homogenized
samples were analyzed using XRD and scanning electron
microscopy (SEM). XRD was performed with an ISODE-
BYEFLEX 3003 instrument using Co Kα radiation. Electron
backscatter diffraction (EBSD) measurements were per-
formed with a Zeiss-Crossbeam XB 1540 focused ion beam
scanning electron microscope (SEM) with a Hikari cam-
era and TSL OIM data-collection software. Back-scattered
electron imaging (BSEI) was carried out on a Zeiss-Merlin
instrument. Energy-dispersive X-ray spectroscopy (EDS) was
used to study the elemental distributions at the microscale.
Before the microstructural analysis, we carried out fine pol-
ishing of the surfaces using an oxide polishing suspension
(OPS) with 50 nm silica particles for 30 minutes to effectively
remove the deformation layer caused by mechanical grind-
ing. The sample surfaces were finally cleaned with soap and
ethanol for 5 minutes to remove the silica particles.

FIG. 1. XRD patterns for the as-cast (blue) and homogenized
samples (red). The as-cast pattern shows both BCC and FCC peaks
as well as some faint unidentified peaks, e.g., 124◦. Only FCC peaks
are observed for the homogenized sample.

Magnetization measurements were carried out using a
physical properties measurement system (PPMS) from Quan-
tum Design, which is equipped with a vibrating sample
magnetometer. The temperature and field dependencies of the
magnetization, M(T ) and M(B), were measured in the ranges
300 � T � 900 K and 0 � B � 9 T, respectively.

The thermal expansion of the homogenized sample was
measured in the range 5 � T � 900 K. The range 5 � T �
400 K was covered in the PPMS using a dilatometer insert
having a resolution of 0.02 Å. A thermal dilatometer, with
the sample under argon atmosphere, was used for the range
400 � T � 900 K. The resolution in this case is 0.1 Å. In both
cases the heating rate was 1 K min−1. The thermal expansion
coefficient α(T ) was determined from the data.

The temperature dependence of the Young’s modulus
(elastic modulus), E (T ) was performed using the impulse
excitation technique (IET) [24]. The IET has the advantage
of being a nondestructive and relatively faster method for
determining the Young’s modulus than other conventional
methods. The measurement was performed in the range 300 �
T � 900 K with a 1 K min−1 heating rate.

III. RESULTS

Figure 1 shows the XRD patterns of the as-cast and ho-
mogenized samples. The as-cast alloy contains both FCC and
BCC structures while the homogenized alloy has a single FCC
structure. The lattice parameters of the FCC and BCC phases
in the as-cast alloy are found by Rietveld refinement to be
0.3596 and 0.2870 nm, respectively. The lattice parameter of
the homogenized alloy is 0.3595 nm, similar to that of the
FCC phase in the as-cast state.

Figure 2 shows the EBSD maps, BSE images, and the
corresponding EDS maps of the as-cast and homogenized
alloys. Fig. 2(a) shows the BSE, the inverse pole figure (IPF),
and phase maps of the as-cast alloy. The as-cast alloy shows
both FCC (red) and BCC (green) phases which is consistent
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FIG. 2. Microstructure and elemental distribution of the as-cast and homogenized state. (a) EBSD IPF and phase maps of the as-cast alloy,
(b) the BSE image and corresponding EDS maps of Fe, Ni, Co, Mn and Cu of the region marked in (a). (c) EBSD IPF, phase and boundary
maps of the homogenized sample, (d) BSE image of the homogenized alloy and corresponding EDS maps of Fe, Ni, Co, Mn and Cu with an
identical sample region marked in (c).

with the XRD results. The grain orientation is color coded.
The grain size of the FCC and BCC phases are around 100 and
15 μm, respectively. The fraction of the FCC phase is 71%.
Figure 2(b) shows the BSE image and the corresponding EDS
maps of the as-cast alloy. Typical dendritic microstructures
can be observed. The EDS maps show that the dendrite arms
are enriched in Cu, Mn and Ni while the interdendritic regions
are mainly BCC and enriched in Fe and Co. Therefore, the
interdendritic regions can be expected to be an Fe-Co alloy,
which would be compatible with the observed BCC lattice-
constant value of a = 2.870 Å.

Figure 2(c) shows the BSE, IPF, and phase and grain-
boundary maps of the homogenized sample. During ho-
mogenization, the alloy recrystallizes and acquires a grain
size of about 95 μm (excluding annealing twin bound-
aries). Figure 2(d) shows that all the elements are almost
uniformly distributed. Some inhomogeneity can still be ob-
served especially in the Cu map. This is commonly found in
Cu-containing HEA systems [25,26]. Nevertheless, the quite
random distribution of the elements is supporting evidence for
labeling these alloys as being of high entropy.

Figure 3 shows the results of the magnetization
measurements of the homogenized sample. M(T ) measured in
a small field of 10 mT yields a sharp change at 509 K, which
is identified as the Curie temperature TC [Fig. 3(a)]. M(B)
measured at 300 K (inset) gives a saturation magnetization
Ms of 83.9 Am2 kg−1. This gives an average magnetic
moment, μ = 0.9 μB per atom, which corresponds to a
value lying within the Invar region of Fe-Ni alloys [21].
Figure 3(b) compares the dependence of the reduced
saturation magnetization M/M0, where M0 is the saturation
magnetization at low temperature on the temperature reduced

to TC , T/TC . M/M0 vs T/TC is essentially a Brillouin curve
and complies to the mean-field model. In Invar alloys M/M0

decreases more rapidly than that predicted by the mean-field
model [27]. M/M0 vs T/TC for the present alloy shows a
behavior that is indeed similar to Invar alloys.

Figure 4 shows α(T ) (blue) and E (T ) of the homog-
enized alloy. The dashed blue line represents the regular
lattice expansion for cubic 3d metals and alloys [28], and
the heavy blue line is the expansion of the sample. The area
enclosed between these two lines is the spontaneous volume
magnetostriction, ωs = 3�l/l = 0.2 × 10−2, where �l/l is
the length change. The volume magnetostriction covering
approximately the range 200 � T � 800 K is an indication
of the presence of the Invar effect. At temperatures well
above TC , α(T ) follows a regular lattice-expansion behavior.
Some deviations from the regular lattice behavior occur at
temperatures above 800 K. This can be due to a secondary
annealing effect at these temperatures resulting in the forma-
tion of new phases, thereby affecting α(T ). This is commonly
observed in HEAs [29]. The inset focuses on α(T ) in the
range 5 � T � 65 K, where a shallow minimum in the curve
around 30 K can be noticed. This feature, which is present in
Invar materials, is caused by an intrinsic strain due to mixed
magnetic interactions that freeze-in when cooling the sample
to low temperatures [30]. Due to the magnetoelastic coupling
the strain also freezes. The frozen strain causes the retainment
of an atomic volume which is slightly larger than what it
would be expected to be at low temperatures. When measuring
the thermal expansion on increasing temperature, the strain is
slowly released, and the volume relaxes to a lower volume.
This causes α(T ) to attain negative values and to show a
minimum at low temperatures.
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FIG. 3. The magnetization studies. (a) M(T ) of the homogenized
sample for 300 � T � 900 K measured in 10 mT. The inset shows
M(B) at 5 K. (b) M/M0 vs T/T0 for homogenized Invar-HEA and
Ni. The faster decrease of M/M0 with increasing temperature with
respect to that of Ni, which follows Brioullin behavior, is typical of
Invar alloys.

An important feature of the Invar effect is that an Invar
material exhibits softening in the temperature range covered
by the volume magnetostriction. The softening can be readily
observed in the temperature dependence of the bulk modulus
or the Young’s modulus. A decrease in the magnitude of these
parameters with decreasing temperature occurs in a broad
temperature range around TC . To provide further evidence for
the occurrence of the Invar effect in the present HEA, we
measured E (T ). This is plotted as the solid red line in Fig. 4.
As can be seen E (T ) shows a decrease around TC with de-
creasing temperature and remains at lower values with respect
to the red dashed curve, which E (T ) would have followed in
the absence of the Invar effect. The area enclosed between
the data and the dashed line is the spontaneous softening
due to the Invar effect. The softening would have been more
accurately determined if the bulk modulus B were determined
as a function of temperature rather than E . In this case, the
temperature range of the softening determined by B(T ) would
match the range of the anomaly in α(T ), since the bulk modu-

FIG. 4. The thermal expansion coefficient α(T ) (blue)
and the elastic modulus E (T ) (red) of the homogenized
Mn12.1Fe34.2Co33.5Ni12.3Cu7.9 high-entropy alloy. The dashed lines
denote the regular lattice expansion (blue) and the regular elastic-
modulus change. The deviations from these regular behaviors are due
to the Invar effect. The inset shows a minimum occurring in α(T ) at
low temperatures that is commonly observed in Invar-type alloys.

lus is a parameter related to a volume change like the isotropic
thermal expansion coefficient. However, measuring the bulk
modulus is more cumbersome due to the use of pressure cells,

FIG. 5. The (e/a) dependence of various physical parameters for
3d alloys. (a) The average magnetic moment, (b) the magnetic transi-
tion temperatures, and (c) the spontaneous volume magnetostriction.
The large red symbols are the values for the present HEA alloy. Blue
and green lines are guides.
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and for the present purpose of demonstrating the presence
of Invar-softening, determining E (T ) by using the fast IET
method is a compromising alternative.

IV. DISCUSSION

The (e/a) dependence of physical parameters in 3d alloys
and compounds can reveal universal properties, and it can
be expected that HEAs should fit into the (e/a) scheme. We
therefore compare the parameters μ, TC , and the spontaneous
volume magnetostriction ωs. These are collected in Fig. 5.
Figure 5(a) shows the Slater-Pauling curve in the (e/a) region
particularly where Invar effects are observed in Fe-Ni alloys
as a deviation from the curve. The position of the heavy red
data point, corresponding to μ of the present Invar-HEA, is in
agreement with the deviation from the Slater-Pauling curve.

In Fig. 5(b), we plot the Néel temperatures TN and the
TCs of antiferromagnetic and ferromagnetic Invar-type alloys.
Here also it can be seen that TC of the Invar-HEA takes up a
position on the curve that is in agreement with the TCs of the
ferromagnetic Invar alloys.

The case is not as clear for ωs as it is for μ and the magnetic
transition temperatures. ωs for this composition should lie at
values closer to that of the Fe65Ni35 value, namely around
1–1.5 × 10−2, but it lies in fact much lower at about 0.2 ×
10−2. Although the sample has undergone a homogenization
heat treatment, we have seen that some inhomogeneities are
still present in the elemental distribution as seen in Fig. 2(d),
although the material is in a single-phase FCC. There are re-
gions in the sample that have e/a close to 8.7 which contribute
with Invar properties and those that are far from 8.7 that hinder
Invar properties; even though the average e/a is 8.7. Neverthe-
less, it appears that the homogeneity of the sample is sufficient
for μ and TC to take up positions that are in general agree-

ment with the (e/a) scheme. However, with inhomogeneities
counteracting the Invar effect, the whole of the sample cannot
exhibit fully the Invar effect with a large ωs. Regions that are
far from the (e/a) = 8.7 concentration will act to suppress the
Invar effect by increasing the thermal expansion. Therefore, a
higher ωs can be expected for a sample with a higher degree
of homogeneity. Works aiming to improve the homogeneity
of such systems would be useful to understand better the basic
properties of 3d HEAs.

V. CONCLUSIONS

Using the (e/a) scheme for 3d alloys and compounds we
have shown that it is possible to design materials with de-
sired Invar properties. We prepared a Mn-Fe-Co-Ni-Cu HEA
with (e/a) = 8.7, which corresponds to that of the Invar-alloy
Fe65Ni35, and demonstrated that it indeed carries Invar proper-
ties. The results also suggest that improving the homogeneity
would improve the low thermal-expansion and elastic proper-
ties. The study thus presents a method to identify new alloy
variants that could combine advanced functional properties
such as Invar with other beneficial features that have before
been identified for entropy alloys, such as high mechanical
strength or good corrosion properties.
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