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Heterostructures of two semiconductors are at the heart of semiconductor devices with tremendous technolog-
ical importance. The prediction and designing of semiconductor heterostructures of a specific type is a difficult
materials science problem, posing a challenge to experimental and computational investigations. In this study,
we first establish that the prediction of heterostructure type can be made with good accuracy from the knowledge
of the band structure of constituent semiconductors. Following this, we apply machine learning, built on
features characterizing constituent semiconductors, on a known dataset of binary semiconductor heterostructures
extended by a synthetic minority oversampling technique. A significant feature of engineering made it possible to

train a classifier model predicting the heterostructure type with an accuracy of 89%. Using the trained model, a
large number (872 number) of unknown heterostructure semiconductor types involving elemental and binary
semiconductors is theoretically predicted. Interestingly, the developed scheme is found to be extendable to

heterojunctions of semiconductor quantum dots.
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I. INTRODUCTION

Semiconductor heterojunction [1], which is an interface
between two dissimilar semiconductors, is one of the central
topic in semiconductor research due to its potential applica-
tions as light-emitting diodes [2], solar cells [3], photovoltaic
devices [4], and so on. At the interface of two dissimilar
semiconductors, bulk band structures of two semiconductors
merge into each other, and an electronic transition region
forms, involving band bending and band-edge discontinuities.

Semiconductor heterostructures in a general sense may be
classified as type I or type II, depending on the signs of
the band-edge discontinuities. The band-edge discontinuities,
also known as valence band and conduction band offsets,
naturally occur for pairs of semiconductors with different
band gaps [5]. In a type-I heterostructure, the alignment of the
bands makes the valence and conduction band offset of oppo-
site signs, so that both conduction- and valence-band edges
of semiconductor A (smaller band gap) are located within
the energy gap of semiconductor B (larger band gap) [6].
The electron and hole pairs excited near the interface thus
tend to be in semiconductor A. For a type II heterostructure,
which includes both type-II-staggered and type-II-misaligned,
on the other hand, the relative alignment of the conduction and
valence bands, make the conduction and valence offsets to be
of same sign. This results in a staggered alignment of bands,
with optical transition energy smaller than the band gap of ei-
ther of the constituent semiconductors and the lowest-energy
states for the electrons and the holes lying in different semi-
conductors, a highly attractive situation for applications [7].
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Successful designing of semiconductor heterostructures of
specific type involve careful material selection, which is hard
given the numerous possibilities. On the other hand, the ad-
vent and advancement in data mining and machine learning
technology, have made them a natural choice for materials
search with targeted properties in modern day materials sci-
ence projects [8—10]. The empirical trial and error method and
the first-principles method for materials designing, are limited
by high cost/effort with low efficiency. Machine learning,
which relies on pattern recognition, can substantially reduce
the effort and shorten the development cycle.

In this study, we adopt a step by step procedure for pre-
diction of semiconductor heterostructure type by combining
database driven materials search and the machine learning
technique. Note that the phase space of potential candidate
materials is vast, which includes combinations between ele-
mental, binary, ternary semiconductors, and also their alloys.
Within the limited scope of present study, we exclusively
focus on heterostructures formed by combining elemental and
binary semiconductors.

For an ideal interface, the valence and conduction band
offsets, responsible for deciding the heterostructure type, are
expected to be determined by intrinsic material properties of
the semiconductors in contact. The band-gap difference of
the two semiconductors forming the junction fixes the sum
of valence- and conduction-band offsets. What is harder to
determine is the relative energy positions of valence-band
maxima (VBM) and conduction-band minima (CBM) at the
interface, known as “band alignment” [11]. While highly
accurate method of band-gap calculations and related band
alignment are available in calculations employing techniques
such as many-body perturbation theory [12], hybrid exchange-
correlation functional [13], time-dependent density function
theory [14], or quantum Monte Carlo calculations [15],
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none of them are computationally cheap as in conventional
density functional theory (DFT) calculations within local den-
sity or generalized gradient approximation [16] (GGA) of
exchange-correlation, and thus not suitable for high through-
put calculations. In the present study, we use existing, digitally
accessible electronic-structure database [17], apply scissor
shift [18] that rigidly shifts the conduction bands to produce
accurate band gaps, use the band-structure information to
calculate the branch point energy [19], to be used as a measure
of common absolute energy level for band alignment. Such an
approach has been demonstrated to be highly successful by
validating against experiment and first-principles data [19],
allowing for a fast screening of very large number of materials
exclusively using electronic-structure data available in online
databases. We further confirm the accuracy of this method
in predicting heterostructure type by comparing with about
31 number of available experimental data, and first-principles
calculation of selected heterostructures within the framework
of hybrid calculations [20], which allow for complete struc-
tural and electronic reconstruction upon formation of the
interface.

While the above analysis confirms prediction of het-
erostructure type from knowledge of constituents to be a
rational approach, the next step would be to built a machine
learning model for heterostructure-type prediction based on
features characterizing band structure of constituent semicon-
ductors. However, we find the size of the available dataset
of heterostructures with known heterostructure type to be too
small for application of machine learning (ML). We thus apply
synthetic minority oversampling technique [21], which cor-
rects for the class imbalance in the dataset as well as expands
the dataset to a reasonable number of 78, to which machine
learning may be applied. Using the expanded dataset as the
training set, we finally construct our ML model using least
absolute shrinkage and selection operator (LASSO) [22] with
third-order polynomial fit for feature engineering for predic-
tion of the type of heterostructure. Extension of the approach
to nanoscale heterostructure, is found to successfully describe
some of the available data. This makes us hopeful about the
applicability of our developed algorithm in the prediction of
heterostructure type both in bulk and nanoscale, which is a
technologically important problem.

II. PREDICTION OF HETEROSTRUCTURE TYPE FROM
KNOWLEDGE OF CONSTITUENT BAND STRUCTURES

Complete knowledge of the electronic structure of semi-
conductor heterostructure involves complicated structural
details of the interface that are often unknown experimentally
or expensive to compute in a high throughput scheme. It
will be far simpler if predictions on heterostructure type can
be made solely based on the information of the individual
semiconductors, i.e., the band gaps of the semiconductors in
contact and the relative energy alignment. If so, the machine
learning would aim on accurately capturing the individual
semiconductor band-structure properties.

In the experiment, band offsets can be measured using
x-ray photoemission spectroscopy [23]. As a measure of zero
of energy for aligning the band energies of semiconductor
A and semiconductor B, the computed energy positions of

atomic core-electron levels [24], electronic transition levels of
hydrogen impurities [25], or vacuum levels for the materials
in contact [26] can be used. This, however, requires large
simulation cells with tens or hundreds of atoms. Understand-
ably, while such expensive calculations can be carried out
for specific individual interfaces, this cannot be followed in
a high-throughput fashion, for large numbers of materials.

Another quantity which can be used as universal en-
ergy level for band alignment, assuming negligible interface
dipoles, is the branch-point energy (Epp), also referred to as
charge neutrality level or effective midgap energy [12,27,28].
The Egp can be entirely traced back to the bulk band structure
of a given semiconductor, defined as [28]

1 1 & R
Ewr = 53 k (E;eq(kwmgew(k)), (1)

where N is the number of k-points and €, and €, are the
valence and conduction electron energy eigenvalues, N, and
N, being the number of conduction and valence bands, re-
spectively. Here we specifically rely on the band-structure
information from the Materials Project [29] which contains
band structures for at least 66 676 materials, with 45 148
band structures of semiconductors and insulators. We, how-
ever, need to remember that band structures obtained from the
Materials Project suffer from the band-gap problem of DFT.
To correct for this, we resort to scissor shift [19] that rigidly
shifts conduction bands to produce the experimental band gap,
as reported in the literature. In cases where the experimental
reports are not available, we employ linear band-gap correc-
tion [18]. Epp is shifted by half the band-gap correction. The
comparison of VBO and CBO predicted following the above
scheme with the experimentally reported offset values show
a rather good correspondence (cf. Fig. 1) with correlation
value of 0.98 and 0.83 for VBO and CBO, respectively. We
notice the superior performance in case of VBO, as expected
taking into account the difficulties with the prediction of the
band gap.

Gaining the confidence on predicted VBO and CBO values
based on the band-structure input of constituent semiconduc-
tors, we next construct a heterostructure heatmap, as shown in
Fig. 2, containing combinations of all known elemental and
binary semiconductors, classified as type I and type II. Out
of the vast possibilities of 903 different heterostructures, only
few (31) heterostructures have been made with their types
known. We find a perfect agreement between the predicted
heterostructure type and that obtained from measurement or
detailed calculation in all these 31 cases. Out of the remaining
872 combinations, based on band-structure information of
components, 348 (~40%) combinations are expected to be
type I and 524 (~60%) to be type II (highlighted with orange
and red colours in Fig. 2), opening up different possibili-
ties of achieving both the types in heterostructures yet-to-be
explored.

This exercise establishes the fact that for prediction of
heterostructure type, the knowledge of the constituent’s band
structure is sufficient. In the machine learning study, to be
taken up in the following, we thus build the machine learning
model based on the features of the individual semiconductors.
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FIG. 1. Comparison of valence band offset (VBO) (left) and conduction band offset (CBO) values reported in the literature and that
obtained from knowledge of corrected DFT band gap and branch point energy.

III. MACHINE LEARNING

In recent time, machine learning has become one of the
popular approach in condensed matter physics and materials
science for the prediction of target property in a cheap, yet
accurate manner. In the context of the band-gap prediction,
Lee et al. [30] used machine learning for the prediction
of band gaps of 156 number of binary compounds. Pilania
et al. [31] used kernel-ridge regression to predict the band
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FIG. 2. Elemental and binary semiconductor heterostructures,
characterized as type I (orange) or type II (red), based on band-
structure knowledge of constituent semiconductors. Heterostructures
that have been synthesized or calculated with types known and val-
idated against the prediction are colored as light green (type I) and

dark green (type II).

gaps of 1306 double perovskites. A 16-dimensional set of
element-specific descriptors was used for this purpose. Ward
et al. [32] used a large set of 140 universal descriptors to
predict band gaps that was used for identification of new
solar absorbers. Weston et al. [33] used machine learning to
study the band-gap properties of quaternary semiconductors.
However, to the best of our knowledge, the classification of
semiconductor heterostructures as either type I or type II has
not been attempted from a machine learning perspective.

The steps followed in machine learning of the present
study is schematically shown in Fig. 3, which starts with
the construction of the dataset of known bulk semiconductor
heterostructures along their type classification, the expansion
of the dataset by creating synthetic data based on a minority
oversampling technique, feature space engineering, selection
of best regression model based on cross-validated error, con-
version of regression model to a binary classification model
(type I/type 1I), and finally to type prediction.

A. Experimental literature on elemental and binary
semiconductor heterostructure

Exhaustive literature search for heterostructure of elemen-
tal and binary semiconductors with classified heterostructure
type results in 31 heterostructures, AIP-GaP [34], AISb-
ZnTe [35], GaAs-AlAs [34], GaSb-AISD [34], Ge-AlAs [36],
Ge-GaAs [36], Ge-ZnSe [36], InN-GaN [5], InN-ZnO [37],
InP-GaAs [38], InP-InAs [38], Si-GaP [35], ZnSe-GaAs [36],
CdS-CdSe [39], CdS-CdTe [39], CdSe-CdTe [39], GaN-
Si [40], GaN-ZnO [41], Si-In,O3 [42], Si-ZnO [43], Si-
SnO; [43], ZnSe-CdTe [44], ZnSe-ZnTe [45], InN-In, O3 [46],
AIN-Si [40], GaN-AIN [28], ZnS-ZnSe [45], ZnS-ZnTe [45],
InN-AIN [47], ZnTe-GaSb [35], and AISb-InAs [48]. AlSb-
ZnTe, GaAs-AlAs, GaSb-AlISb, Ge-AlAs, Ge-GaAs, Ge-
7ZnSe, InN-GaN, InN-ZnO, InP-InAs, Si-GaP, ZnSe-GaAs,
CdS-CdSe, ZnSe-CdTe, InN-In, O3, AIN-Si, GaN-AIN, ZnS-
ZnSe, ZnS-ZnTe, InN-AIN, ZnTe-GaSb are characterized as
type-I heterostructures, the rest being type II.
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FIG. 3. The machine learning flow chart adapted in the present study for prediction of semiconductor heterostructure type.

B. Creation of synthetic data

As described above, our original training dataset, con-
structed from information found in the literature, consists of
only 31 bulk heterostructure information, which is too small a
dataset for machine learning to make meaningful predictions.
As also mentioned, this dataset of 31 semiconductor het-
erostructures consists of 20 (~64.5%) type-I heterostructures
and 11 (& 35.5%) type-II heterostructures. Thus, the dataset in
addition to being small, has large class imbalance. Since the
predictive accuracy of any ML algorithm highly depends on
the nature of the training dataset, use of this dataset would lead
to misclassification of minority cases. In the literature there
are several ways to handle the misclassification issue. For
example, one can do the undersampling of the majority class
and/or oversampling of the minority class, or one can assign a
distinct cost to training examples to increase the sensitivity of
the classifier to minority class. In the present study, we adapt
the idea of synthetic minority oversampling technique, known
as “SMOTE.” [21] The choice of this algorithm is guided by the
fact that our number of training data is very small, in addition
to the class imbalance problem.

Within the machine learning algorithm any object, belong-
ing to the training set (in this case the binary heterostructure),
is represented by a n-dimensional feature vector whose com-
ponents are the n numerical features (in this case 50 numerical
features, to be discussed in the next subsection). The vector
space associated with these feature vectors is thus called a
feature space, with the binary heterostructures as the points
in the feature space. SMOTE works by taking the difference
between the feature vector of a given minority class sample
and each of its £ minority class nearest neighbor in the feature

space, and multiplying the difference by any random number
between O to 1 and adding it with the feature vector under con-
sideration. The nearest neighbors are those points in feature
space, having closest distances, determined by the length of
the n-dimensional feature vector. These k nearest neighbors
are randomly chosen and it depends upon the amount of
oversampling one requires. In this way the synthetic samples
are generated randomly between any two specific points in the
feature space. This process requires as an input a number of
minority class samples, amount of SMOTE percentage, and a
number of nearest neighbors. The number of nearest neigh-
bors can be chosen as desired and it depends on the amount of
oversampling one requires. In the present study, we use four
nearest neighbors, which is the optimized number we found
for our dataset. The goodness of the original dataset with 31
data points and the SMOTE corrected and expanded dataset
with 78 data points is tested using random forest [49,50].
The compilation of the confusion matrix shows significant
improvement in the expanded dataset compared to the original
dataset. The percentage of false positive and false negative
prediction of the model for expanded dataset turned out to be
16% compared to 42% for the original dataset, as shown in
Table I. The improved performance of the extended dataset
can be also measured in terms of an F1 score. In the case of

TABLE I. Confusion matrix for the original (expanded) dataset.

Positive prediction Negative prediction

Positive class
Negative class

15 (33)
8 (6)

5(7)
3(32)
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the original dataset F1 score is found to be 0.56, whereas it
shows a significantly improved value of 0.83 for the expanded
dataset.

C. Feature space

A number of different features has been proposed as
predictors for materials properties. In the context of band-
gap prediction by using machine learning methods, different
feature spaces have been used: Zhuo et al. [51] used 136
engineered elemental features and support vector regression
(SVR) model trained and tested on 3896 various forms of
semiconductors for experimental band gap prediction, achiev-
ing a root mean square error (RMSE) of 0.45 eV. By using
18 features including both elemental properties and low-level
DFT computational results of compounds, Lee ef al. [30] used
SVR model on 270 binary and ternary semiconductors and
achieved a RMSE of 0.24 eV. Weston et al. [33] trained and
tested SVR model on 284 12-1I-IV-VI4 kesterite compounds
with Heyd-Scuseria-Ernzerhof (HSE) functional calculated
band gaps by using 12 elemental features, achieving a RMSE
of 0.28 eV. Huang et al. [52] used 18-dimensional feature
space, which was expanded to a 58-dimensional feature space.
In the present study, we start with 12 elemental properties for
each of the four components constituting the heterostructure,
namely pauling electronegativity, covalent radius, atomic no,
atomic weight, melting temperature, ionization energy, period
number, number of valence electrons, density, number of the
s-electron, number of the p-electron, and atomic radius giving
rise to 48 features to which GGA band gaps of semiconductor
A and B are added, making a total of 50-dimensional feature
space. The distributions of best features in VBO and CBO
are presented as violin plots in Fig. 4. The x-axis of the
violin plot marks different features, while the y-axis shows
the standardized value and distribution of such features. The
standardized values are scaled from the original data and help
in viewing miscellaneous data in the same footing. If a feature
is represented by x, the corresponding standardized value is
given by X' = (x — u)/o, where p is the mean of the feature
and o is the standard deviation. Standardized values are thus
unit less. In the present case, we have a heterostructure built
from two binary semiconductors, named as A and B. Al and
A2 are the two constituent elements in binary semiconduc-
tor A and B1 and B2 are the constituent elements in binary
semiconductor B. To choose “best features,” we take each of

the 50 features and perform linear regression for valence and
conduction offsets. The features are then sorted in increasing
order of their errors, and the best features are the ones with
least errors. The best five features in both the cases of valence
and conduction offsets are plotted in the figure.

While this 50-dimensional feature space works reasonably
well for predicting the magnitude of the band offsets using
regression techniques, this set of features is found to per-
form poorly in the classification problem with heterostructure
type. The accurate prediction of the heterostructure type de-
manded substantial feature engineering. As a first attempt,
we constructed differences, means [51] and operations like
exponentiation from the features [53], as was implemented
previously. This, however, did not improve the classifier per-
formance. Following the work by Weston et al. [33], we thus
expand the feature space by constructing polynomial combi-
nations of the features in the 50-dimensional feature space.
Using third-order polynomial combinations it leads to a total
23 425 number of features with 86% accuracy of the classifier,
comparable to that obtained in case of indirect-direct band-
gap classifier problem [33].

D. Regression

The magnitude of band offsets of a heterostructure can
be predicted using a number of regression models, which
aim to determine a relationship between the features of each
heterostructure, often called descriptors, and the band off-
sets of the system. In the present study, we use the LASSO
algorithm [22] for the prediction of band offsets in het-
erostructures. The algorithm of LASSO includes a shrinkage
to ordinary linear regression. It utilizes L1 regularization to
penalize absolute values of coefficients. As a result, some
coefficients can be made zero and the corresponding features
can be removed from the model. The goal of the algorithm is
to minimize the function [54]

n

2 P
Z(yi—Zx,»,ﬂ,) +1) 1Bl )
J Jj=1

i=1

The tuning parameter A determines the L1 penalty. A large
value of A amounts to discarding many descriptors in the
linear regression. The value of A is chosen by a grid-search
method, and the optimum value is the one that minimizes
error. We use 10-fold cross validation to determine the accu-
racy of our model. The model is found to have mean absolute
error of 0.25 eV in valence offset prediction. The correspond-
ing values for conduction band offset is 0.40 eV, confirming
that prediction of conduction band offset from knowledge of
individual semiconductors to be harder than that of valence
band, as already seen in Fig. 1. However, this turned out to
be still sufficient to distinguish between type I and type IL. In
this context, it is interesting to compare MAE reported in the
literature for the ML model of the band gap of single semicon-
ductors. Xie and Grossman [55] reported the band-gap MAE
of 0.388 eV. Pilania et al. [56] reported band-gap MAE of
0.45 eV based on multifidelity machine learning models for
the accurate band-gap prediction of solids. Gladkikh ez al. [57]
reported band gap MAE of 0.5 eV for predicting the band gaps
of ABXj perovskites from elemental properties. Judging by
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FIG. 5. Validation of machine learning classification model of
semiconductor heterostructure with an extended training set of 78
instances. The true positive (type I) and true negative (type II) are
shown as green bars, while the false positive (misclassified as type I)
and false negative (misclassified as type II) are shown as red bars.

these reported MAEs, the above-obtained MAE appear to be
reasonable.

E. Classification

Finally, we make a classification of the type of heterostruc-
tures considering only the sign of the predicted offsets. If
the predicted offset of both valence and conduction band of
a heterostructure have opposite signs the classifier predicts
type I, whereas if they have the same signs it predicts type
II. Thus, only the signs of cross-validated predictions become
important for the classification problem. In the literature,
this kind of problem has been dealt with using the logistic
model [33]. In our case, a logistic model with 10-fold cross
validation correctly predicted the type of 58 instances and
incorrectly predicted 20 instances. However, using the LASSO
model with 10-fold cross validation is found to provide better
agreement. Out of 78 instances, 67 were found to be correctly
predicted with 11 incorrectly predicted, as shown in Fig. 5.
Analyzing 11 incorrectly classified cases, five are found to
be those in original dataset and six are found to belong to
synthetic dataset, with only two misclassified cases due to sign
mismatch in valence offset and nine due to sign mismatch in
conduction offset. Out of the 11 wrongly classified cases, in
9 cases the error was found due to difficulty in prediction of
small offset values (~0.2 eV or less).

Based on the machine learning model, we make predictions
on the type of possible heterostructure combinations, which
is similar to Fig. 2, but obtained from the machine learning
algorithm. Out of 903 number of heterostructures, in 89% of
cases a perfect matching between the machine learning and
band alignment predictions is observed, as shown in Fig. 6,
justifying the capability of machine learning as a cheap means
for prediction of heterostructure type.

IV. CRYSTAL SYMMETRY-DEPENDENT
HETEROSTRUCTURE TYPE

On examining Figs. 2 and 6, we find for some interesting
situations, even for a specific combination of binary semicon-
ductors, the type of heterostructure can be either type I or type
II depending on the crystal structure of the semiconductors.
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FIG. 6. The ML-predicted semiconductor heterostructures. The
cases with matching between ML predictions and band alignment
predictions are colored as cyan. The mismatched cases are colored
as dark blue/blue (predicted type II by ML and type I by band
alignment) and red/brown (predicted type I by ML and type II by

band alignment).

As shown in Fig. 7, three such combinations are found, AIP-
GaP, ZnO-GaN, and ZnO-InN.

To check the validity of this conjecture, first-principles
calculations in the plane-wave basis within the framework
of Vienna ab initio simulation package (VASP) [58,59] are
carried out on the explicit heterostructure models. The lat-
tice mismatch between ZnO and InN either in cubic or
hexagonal phase is found to be very large (=8%). We thus
consider heterostructures between cubic-AlP/ZnO and cubic-
GaP/GaN, between hexa-AlP/ZnO and hexa-GaP/GaN, and
between cubic-AIP/ZnO and hexa-GaP/GaN. To build the
heterostructure models, a five-bilayer (001) surface slab of
one semiconductor is stacked on top of a five-bilayer (001)
slab of another semiconductor, with a two-interface model
within the cell. The thickness of the slab model is chosen
such that to well preserve the bulk atom properties, with
the interfaces built to maximize the fraction of heteropolar
bonds. Care is taken so that the bonding at interfacial anionic
sites resemble the bulk coordination. The z-component of the
atomic coordinates as well the c-axis lattice constant of the

. Predicted Type 1
. Predicted Type 2
. Validated Type 1
. Validated Type 2

ZnO
cubic

ZnO
cubic

AlP
cubic

ZnO
hexa

ZnO
hexa

GaP GaP GaN  GaN InN  InN
hexa  cubic cubic  hexa cubic  hexa

AlP
hexa

FIG. 7. Crystal structure dependency of heterostructure types of
predicted and known binary semiconductors.
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FIG. 8. The relaxed heterostructure geometry (top panels) and density of states (bottom panels) of AIP-GaP in cubic-cubic (left), hexa-hexa
(middle), and cubic-hexa (right) crystal structures. The Al and Ga atoms are represented by big blue and green balls, respectively, while the
P atoms are shown as small balls. In the density of states plots, shown for two scheme of calculations, GGA (solid lines) and HSE06 (dashed
lines), the zero of the energy is set at respective Fermi level. The density of states projected AlP bilayer and GaP bilayer (shaded in color in
top panels) are shown as black and red lines, respectively, which are shifted with respect to each other for better visualization. The VB and
CB edges in GGA calculation are marked by vertical solid lines. The positive and negative values of offsets are marked by oppositely directed
arrows. The offset values in hybrid calculation are similar to that of GGA and are not shown for clarity.

supercells are allowed to relax to release the internal stress.
The convergence with respect to cell size has been checked
by repeating calculations with seven-bilayer (001) surface
slab of one semiconductor stacked on top of a seven-bilayer
(001) slab of another semiconductor. The reported calcula-
tions are obtained using Monkhorst-Pack k-mesh of 6 x6x2
to 10x10x2 depending on the symmetry (cubic/hexa) and
heterostructure (AIP-GaP/ZnO-GaN). The convergence with
respect to k-points has been checked in terms of k-mesh of
12x12x2 to 14x14x2.

The top panels of Fig. 8, show the relaxed AIP/GaP
heterostructures, assuming the cubic and hexagonal sym-
metry of the constituent semiconductors [60]. Only cation-
phosphorous bonds exist at the interface, with the interfacial
four-coordinated P atoms as its bonding in bulk AIP or GaP.
The GGA [16] exchange-correlation functional is employed
to relax the geometry. The electronic calculation for interface
supercells is performed with the GGA [16] as well as the
hybrid functional, HSEO6 [20] scheme. Very interestingly,
while the heavily underestimated band gap in GGA is found
to be nearly corrected in HSEQ6, the heterostructure type is
found to remain same irrespective of GGA or HSE06 scheme
of calculation.

The bottom panels of Fig. 8 show the density of states
projected to AIP and GaP bilayers, in cubic-cubic, hexa-
hexa, cubic-hexa relaxed geometry of the supercell within the
GGA-PBE and HSE06 scheme of calculations. The GGA and
HSEQ6 density of states reveal that although the magnitude
of VBO and CBO differ between the two scheme of calcula-
tions, the signs of CBO and VBO are same for cubic-cubic
combination confirming the experimentally observed type II
nature of heterojunction, and establishing the goodness of our
first-principles calculations. On the contrary the signs of VBO

and CBO are found to be different for hexa-hexa combination
both in GGA-PBE and HSEO6 calculations, thus confirming
the type I nature, as predicted from band alignment and ML
consideration in Figs. 2 and 6. Similarly the interface between
cubic AIP and hexa GaP is found to be of type I, again in
conformity with the prediction.

The results for ZnO-GaN are presented in Fig. 9, with
top panels showing the relaxed ZnO/GaN heterostructures,
assuming the cubic and hexagonal symmetry of the con-
stituent semiconductors, and the bottom panels showing the
density of states. Unlike AIP-GaP which is common anion
heterostructure, ZnO/GaN is neither the common anion nor
common cation. In principle, two different interfaces can be
formed, the Zn atoms bonded to N on one side, and bonded
to O on other side, or Ga atoms bonded to O on one side,
and bonded to N on other side. For the results presented in
the following, we consider Zn bonded to nitrogen interfaces
in all cases, which is found to be energetically favorable. The
density of states plots confirm type II heterostructure between
cubic-cubic ZnO-GaN, as well as between hexa-hexa ZnO-
GaN, while that between cubic-hexa is found to be type I, in
perfect conformity with the prediction.

Our study thus highlights the heterostructure type may
depend crucially on the underlying crystal structure of the
constituents, which should be investigated experimentally.

V. APPLICATION TO SEMICONDUCTOR
HETEROSTRUCTURE AT NANOSCALE

Finally, it is curious to ask whether the method can
be extended to heterostructures at nanoscale. Heterostruc-
tures consisting of two different semiconductor quantum dots
(QDs) in a coupled quantum dot geometry, possess band
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FIG. 9. The relaxed heterostructure geometry (top panels) and density of states (bottom panels) of ZnO-GaN in cubic-cubic (left), hexa-
hexa (middle), and cubic-hexa (right) crystal structures. The Zn and Ga atoms are represented by big gray and green balls, respectively, while
the O and N atoms are shown as small balls. In the density of states plots, shown for two scheme of calculations, GGA (solid lines) and HSE06
(dashed lines), the zero of the energy is set at respective Fermi level. The density of states projected ZnO bilayer and GaN bilayer (shaded in
color in top panels) are shown as black and red lines, respectively, which are shifted with respect to each other for better visualization. The
VB and CB edges in GGA calculation are marked by vertical solid lines. The positive and negative values of offsets are marked by oppositely
directed arrows. The offset values in hybrid calculation are similar to that of GGA and are not shown for clarity.

offsets at conduction band and valence band depending upon
the relative alignments of the energy levels, the CBO and
VBO being determined by the band gaps of the constituent
QDs, which largely depends on the sizes of the QD’s.

The available data for nanoscale heterostructures are ex-
tremely limited. Our exhaustive literature search resulted in
only two past reports. In one of the experimental studies [61],
by using the size-tuned CdS QDs in contact with fixed-sized
ZnSe QD, it was shown that band offset at the interface can
be tuned selectively. In another computational study from the
literature [62] interfaces between small A;,B > nanoclusters
containing 12 cations and 12 anions with A = Cd/Zn and B =
S/Se/Te were investigated. These small magic-sized clusters
consist of six member, four member, and two member rings,
and 2-bond as well as 6-bond configurations were considered
in the computational study [62]. Based on the energy-resolved
first-principles charge density plots, the offset in highest oc-
cupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO) which correspond to VBO and
CBO in bulk was calculated in this study [62].

To describe such a situation, we apply the band alignment
algorithm starting from the bulk band structure information
available in the Materials Project [29], corrected by scissor
shift and the quantum confinement correction, the latter being
given by the Brus equation [63]

h2n2(1 1>
= _*+_* )
my; my

AE, = 3
¢ = o 3
where R is the radius of the nanocrystal and m} and m; are
the electron and hole effective masses. The electron and hole
effective masses can be readily calculated from the Materials

Project [29] band curvatures at the CBM and VBM, respec-
tively, using parabolic fits to the band structures.

As shown in the top panel of Fig. 10, even such an ap-
proximate approach is able to reproduce the experimental
trend of size-dependent CBO and VBO between 2.25-nm-
sized ZnSe QDOT and CdS QDOT of sizes 1.3 nm, 2.1 nm,
and 2.8 nm, provided the choice of cubic symmetry is made
for CdS. Experimentally both ZnSe and CdS QDOTs were
found to be in cubic symmetry, in conformity with our
predictions.

It is far more challenging to make predictions on small
nanoclusters of only 24 atoms from the information of
bulk properties. A comparison of energy needed to create
low-energy exciton calculated using Brus’s model [63] with
experimental results show a marked deviation already at ra-
dius of 1 nm or so [64]. Nevertheless, we carried out the
band alignment of AB coupled QDOTs for common anion
and common cation heterostructures, CdS-ZnS, CdSe-ZnSe,
CdTe-ZnTe, ZnS-ZnSe, CdS-CdSe, ZnSe-ZnTe, CdSe-CdTe,
ZnS-ZnTe, CdS-CdTe assuming a radius of 0.4 nm and cu-
bic (hexagonal) symmetry for CdTe, ZnS, ZnSe, ZnTe (CdS,
CdSe). While the quantitative values of the offsets are found
to be off by a factor of 10, compared to that found in quantum-
chemical calculations on A;Bj, nanoclusters, the general
trend of the valence offsets (HOMO offset) were reproduced.
In particular, a decrease of HOMO offset upon moving from
3p (S) to 4p (Se) to Sp (Te) in common anion systems and a
increase of VBO between 4d (Cd) and 3d (Zn) in common
cation systems are reproduced, which in turn confirms the
applicability of such an approximate scheme to capture the
essential chemical trend.
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FIG. 10. Top panel: Comparison between predicted and experimentally measured [61] valence or highest occupied molecular orbital
(HOMO) and conduction or lowest unoccupied molecular orbital (LUMO) offset in coupled QDOTsS of 2.5 nm ZnSe and CdS of varying sizes,
1.3 nm, 2.1 nm, and 2.8 nm, marked in three different colors. For predictions, both cubic and hexagonal crystal symmetries are considered.
Bottom panel: Predicted HOMO offset (blue) for common anion and common cation of II-V A, B, semiconductors with computed values [62],

scaled by a factor of 10 (green).

To test the applicability of ML expanding the scope to
nanostructured heterostructures, we repeat the SMOTE to a
dataset consisting of 31 numbers of bulk heterostructures and
five nanoscale heterostructures. Out of five nano heterostruc-
tures, two are type I and three are type II. To generate synthetic
data starting from this 36 dataset of bulk and nanoheterostruc-
tures, we include two additional features for the quantum
confinement correction terms for semiconductor A and B. The
application of SMOTE generated 78 data with 57 (=73.08%)
of them bulk heterostructures and 21 (x26.92%) of them
nanoheterostructures. Accounting for the class imbalance by
SMOTE, out of 78 heterostructures 38 (x48.71%) are type I
and 40 (& 51.28%) are type II heterostructures. Starting with
an F1 score of 0.58 for the original dataset of 36, the F1
score is improved to 0.83 for the SMOTE-corrected dataset
of 78. Thus, we conclude that “SMOTE” works satisfactorily
for the expanded dataset including the nanostructures. Upon
inclusion of nanoheterostructures in the dataset of the ML
classification, the MAE values became 0.29 eV and 0.49 eV
for CBO and VBO, respectively. The corresponding classifi-
cation model rightly classified 82% of the 78 instances. The
slight decrease in accuracy in the dataset including nanostruc-
tures compared to the bulk-only dataset is pertaining to the

fact that very less data about nanoheterostructures could be
extracted from the literature and added to our dataset.

VI. SUMMARY AND DISCUSSION

The designing of heterostructures of a specific type, formed
by bringing together two semiconductors of comparable lat-
tice constants but differing band gaps, is one of the important
topics in semiconductor industry. Understandably this calls
for materials engineering, which requires either a cost and/or
effort intensive path of experimental synthesis and char-
acterization, or first-principles calculations involving large
simulation cells with several tens or hundreds of atoms and
accurate numerical schemes going beyond the conventional
DFT [65]. In the present study, we propose and demon-
strate that machine learning can be a viable alternative for
materials selection for semiconductor heterostructure design
with targeted heterostructure type. While there exists machine
learning studies for the band-gap prediction of semiconduc-
tors, to the best of our knowledge, no such study exists for the
prediction of heterostructure type, which is admittedly more
challenging. Validating the scheme on few synthesized bulk
semiconductor heterostructures with known type, we make
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predictions on a large number (872) of bulk semiconductor
heterostructures which are either not been synthesized, or
not characterized for their type. The predictions furthermore
bring out an interesting factor that, depending on the crystal
structure of constituent semiconductors, either a type I or type
II situation may be realized.

As is well known, the biggest restriction on the materials
selection process of semiconductor heterostructure is lattice
constant. For coherent growth of the heterostructure, lattice
match, or small mismatch between two adjacent semiconduc-
tor materials that allows epitaxial growth of one on top of the
other is an essential requirement [66]. However, there have
been attempts to form lattice-mismatched heterostructures via
heteroepitaxy [67], mechanical-thermal direct bonding [68],
or grafting [69]. Following the later method, successful for-
mation of lattice-mismatched semiconductor heterostructures
has been achieved between Ge/Si (diamond lattice), Si/GaAs
(zinc blende lattice), GaAs/GaN (hexagonal lattice), and
Si/GaN heterostructures with a lattice mismatch of 4.2%,
4.9%, 77.1%, and 70.2%, respectively. Among the yet-to-
synthesized 872 heterostructures, for 139 cases the lattice
mismatch is found to be less than 2%, while for 466 cases the
lattice mismatch is found to be within 6%, making synthesis
of the predicted heterostructures probable.

The situation becomes further hopeful by the fact that same
scheme seems to also show satisfactory performance for the
semiconductor heterostructure in nanoscale. This establishes

the proposed scheme to be a powerful computational tool for
fast materials selection for heterostructure design.

Finally, it is to be noted that within the scope of the present
machine learning project, the aim was to make a prediction
on heterostructure classification as type I and type II. The
present exercise though does not provide a prediction on
whether the band gap of the heterostructure will be direct or
indirect, the knowledge of which is important for applications
like optoelectronics. It might be difficult to apply machine
learning for this purpose, as the data size of heterostructures
with classification as direct/indirect band gap is expected to be
even smaller. To the best of our knowledge, machine learning
prediction on direct/indirect classification for semiconductors
has been made in the context of a single semiconductor, and
not for semiconductor pairs, as is needed for heterostructure,
that, in additiion, is for only a specific semiconductor family
I2-1I-IV-V4 [33]. This calls for future investigation.
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