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Multiphase structural models and hyperpolarizability calculations explain second-order nonlinear
optical properties of stilbazolium ions
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The stilbazolium-based organic salt, DAST, is probably the most well-known commercial organic non-linear
optical (NLO) material. Chemical derivatives of DAST have therefore been designed to engender even better
performing NLO materials; the DAST-derivative, BP3, is one success in this regard. This paper provides a
proof-of-principle in the use of structure factors, F, to determine the effects of the crystalline environment on
intramolecular charge transfer (ICT), and thus the second-order NLO response of such molecules. A concerted
experimental and computational approach is adopted. In particular, the application of the relatively new x-ray
wave function refinement method, which tempers theoretical calculations with experimentally derived structure
factors to yield an isolated molecule influenced by crystal-field forces, enables the impact of those crystal-field
forces on ICT to be established. This study employs high-resolution x-ray diffraction data for its experimental
component, this resolution being necessary given the marked challenges that are associated with the complicated
interionic interactions within an organic salt. The results presented pinpoint the molecular-scale features that
afford BP3 better second-order NLO prospects than DAST, laying the foundations for the molecular engineering
of DAST derivatives that are better tailored to optimize NLO function.
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I. INTRODUCTION

A. Molecular origins of second-order NLO properties
in organic chromophores

Organic nonlinear optical (NLO) chromophores have at-
tracted much attention across a wide range of optical and
optoelectronic applications owing to their large NLO re-
sponses and ultrafast response times. While their inorganic
counterparts rely on the displacement of their lattice com-
ponents (atoms or ions) to gain optical nonlinearity, the
NLO effects in organic chromophores arise primarily from
the molecular charge-transfer excitations induced by the in-
teractions between external electromagnetic fields and the
delocalized π -conjugated electrons of the molecules. Such
organic molecules traditionally possess a donor-π -acceptor
(D-π -A) architecture with high levels of intramolecular
charge transfer (ICT). Such charge transfer is the main driving
force for the NLO activity of such molecules [1,2]. Con-
sequently, the individual chromophore of an organic NLO
compound can be seen as the core intramolecular charge-
transfer unit for various NLO processes. Over the last few
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decades, numerous structure-function relationships have been
established for organic materials that exhibit second-order
NLO effects [such as second harmonic generation (SHG)] [3];
these have since become the basis for the rational and system-
atic molecular design of new organic NLO chromophores.

B. Organic salts as NLO chromophores: ionic
and interionic considerations

For nonionic organic chromophores, it can be gener-
ally assumed that their intermolecular interactions are weak.
Therefore, the macroscopic (bulk) second-order NLO sus-
ceptibilities (χ2) of these materials can be estimated by the
orientational superposition of the molecular-scale second-
order NLO susceptibilities, i.e., β, which is known as the
first-order molecular hyperpolarizability. However, this as-
sumption, which is based on the oriented-gas model [4],
cannot be used for ionic organic chromophores, such as
stilbazolium-based compounds. Yet, such organic salts are
particularly important in the NLO field. For instance, the
stilbazolium-based chromophore, 4-N ,N-dimethylamino-N-
methyl-4-stilbazolium tosylate, DAST [5,6] (Fig. 1, left),
is one of few organic molecules to have demonstrated
longstanding commercial prospects for second-order NLO
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FIG. 1. Chemical structures of DAST and BP3 drawn in their default canonical representations.

applications [7–9] such as THz generation and, electro-
optic single crystalline waveguides, to name but two.
A range of DAST derivatives has been developed with
the prospect that they might afford even better second-
order NLO prospects. Structure-property relationships that
help decode the molecular-scale origins of such derivatives
stand to offer materials-by-design strategies, which could
be used to systematically tackle this materials discovery
goal.

Compared to nonionic organic chromophores, there are
more types of intermolecular (interionic) interactions in ionic
organic chromophores that could influence the molecular-
scale origins of their NLO activity; for example, those ema-
nating from van der Waals forces, electrostatic (Coulombic)
forces, or hydrogen-bonding, which need to be considered
carefully for an ionic organic chromophore. Moreover, since
organic salts contain anions and cations, all combinations
of cation···anion, cation···cation, and anion···anion interac-
tions need to be assessed. Furthermore, the NLO output of
an organic salt will be influenced by the relative structural
arrangement of each type of ion with respect to each other
within the crystal lattice.

Cole et al. [10] have shown that DAST (Fig. 1, left)
exhibits a range of significant interionic interactions in its
crystalline state, wherein the presence of certain combinations
of cation···anion interactions in DAST derivatives could di-
minish their molecular hyperpolarizability, β. In particular,
the coexistence of C-H···O and C-H···C(π ) hydrogen-bonds
between cations and anions in DAST derivatives have been
demonstrated to have a particularly deleterious effect on their
β values [10]. This led Cole et al. to advocate that DAST
derivatives, which are void of such cation···anion interactions,
could herald better second-order NLO prospects than DAST.
For example, N,N-dimethylamino-N ′-2, 5- dimethylbenzyl-
stilbazolium p-toluenesulfonate, BP3 [10,11] (Fig. 1, right),
is void of cationic···anionic C-H···C(π ) hydrogen-bonds;
this appears to be due to its 2,5-dimethylbenzyl moiety,
which is responsible for an overall bent-shaped cation and
results in larger cation···anion separations in BP3 than in
DAST [10,12]. DAST and BP3 also crystallize in different
space groups (Cc and P21, respectively) [10]. Nevertheless,
cation···anion interactions in both DAST and BP3 essentially
lie in crystallographic planes that are perpendicular to inter-
leaving sheets of anion···anion and cation···cation interactions
[13].

C. Scope of paper

We present a study that builds up the ionic-salt struc-
tures of DAST and BP3 step-by-step and determines their
hyperpolarizabilities at each step. We explore the nature of
their interionic interactions and assess how these affect their
intraionic charge transfer and thus their second-order NLO
responses. Starting from structural models of isolated DAST
and BP3 ions, we assemble their crystal lattice environment
in four key stages, while studying the structural and NLO
modulations of the cation���anions as a consequence of these
piece-meal changes. Our starting point is a negative point-
charge model that is similar to that employed by Kim et al.
[12], except that our model is based on atomic coordinates
from experimental diffraction data; the results indicate that
cation···anion interactions need to be considered in greater
detail (results are presented in the Supplemental Material
[14]). From there, the crystalline environment of DAST and
BP3 is built up piecewise via three distinct steps that employ
the models and data described in Fig. 2. The first comprises
an isolated cation created by ab initio calculations using
density functional theory (DFT) to which is added its nearest-
neighbor anion [Fig. 2(a)]; this model realizes the impact
of the specific cation···anion interaction on the ICT of each
organic salt. Models of their electronic structures, that repre-
sent an isolated cation and anion but which are subjected to
crystal field forces, are then developed using x-ray wave func-
tion refinements (XWRs) [Fig. 2(b)]. Bond-length-alternation
(BLA) analyses [3,15] performed on these XWR models
are compared with cognate BLA results on the ion-pair in
vacuum, revealing the influence of crystal field forces upon
the ICT of each ionic salt. A multipolar structural analysis
of x-ray diffraction data on DAST and BP3 is then carried
out, to model these organic salts within their crystal lattice
environment [Fig. 2(c)]. To this end, BLA analysis is first
applied to these multipolar structural models to distinguish the
effect of both crystal field forces and interionic interactions
on their ICT and thus second-order NLO response. Electronic
moments from these multipolar structural models are then
used to derive solid-state values of β, using an approach based
on Robinson [16,17]. These β values are compared with those
from gas-phase calculations using DFT, and with reference
solution-state β values of DAST [18] and BP3 [10] obtained
from HRS experiments [19]. This multiphase determination
of β reveals a substantially smaller molecular-scale second-
order NLO response in DAST and BP3 in the crystalline
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FIG. 2. An illustration of steps 2, 3, and 4 of the four-step process by which structural models of DAST and BP3 are built up in order to
determine how the ions are influenced by their crystal environment.

state; these results also show that β in DAST progressively
decreases from the gas to the solid phase. These observations
are thence rationalized to elucidate intraionic and interionic
structure-property relationships in DAST and BP3 that con-
trol their second-order NLO function. A validation of these
models was explored and this is presented in the Supplemen-
tal Material [14,20–30]. We show that our findings validate
the models, which in turn demonstrates the validity of con-
structing them for a vast range of prospective NLO materials.
We conclude that these model constructs herald a predictive
power in molecular design strategies that aim to discover
new NLO materials. Full details regarding the experimental
and computational methods used throughout this study are
outlined in the Supplemental Material [4,8,14,31–56].

II. RESULTS AND DISCUSSION

A range of structural models of DAST and BP3 were built
up ion-by-ion, initially using DFT to calculate various types
of ionic clusters. These provided important checks to ver-
ify previous work on calculations involving cation���anion,
cation���cation, and anion���anion interactions. Our results,
detailed in the Supplemental Material [14] corroborate pre-
vious findings that anion���anion interactions in DAST and
BP3 have negligible effect on their second-order NLO re-
sponse [56], while cation���cation interactions in DAST and
BP3 promote ICT, providing an overall positive contribution
to the ensuing NLO activity of the chromophores [13]. The
nature of cation���anion interactions presents a much more
complex situation. For example, a previous structural study

on crystalline DAST and BP3 suggested that cation���anion
interactions could be responsible for either an enhancement
or reduction of β upon crystallization, depending on their
exact nature [10]. Such interactions are thus the focus of the
electronic structure models described in the next two sections.
Studies were also undertaken to verify the findings of Kim
et. al. [12]. These results are presented in the Supplemental
Material [14].

A. Overarching structural features of cations of DAST and BP3

Figure 3 presents a cross comparison of bond lengths for
the cations of both DAST and BP3 across all structural mod-
els: (a) (i) isolated cation; (ii) isolated cation with nearest
neighbor anion interactions; (b) cation and anion under the
influence of crystal field effects; (c) cations within their full
crystal lattice environment. There are certain overarching sim-
ilarities between DAST and BP3 as anticipated. For example,
the pyridinium ion in ring 2 of both chromophores acts as the
electron acceptor, while the ethylamino group adjacent to ring
1 is the electron donor. Rings 1 and 2 exhibit distinct quinoidal
character; cf. the two shorter bond lengths for C(13)-C(14),
C(11)-C(10) of ring 1 and C(5)-C(6), C(3)-C(2) of ring 2. The
intervening bridge consists of an alternating single-double-
single bonding chain, as indicated by the bond lengths across
all structural models.

While the D-π -A motifs are the same for BP3 and DAST,
BP3 naturally differs from DAST in that its cation contains an
additional 1,2,4-trimethylbenzene moiety. The primary con-
tribution of this moiety is to impart a steric influence on the
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FIG. 3. Bond lengths for the cationic chromophore in DAST
(top) and BP3 (bottom) for models (a)–(c). For model (a) the differ-
ent colors indicate models with (blue) and without (red) the closest
anion.

crystal packing of the BP3 chromophore in the solid state,
rather than present any significant electronic ICT contribu-
tion. Indeed, this moiety aligns perpendicular to the D-π -A
backbone of BP3; as such, its 1,2,4-trimethylbenzene group
(dihedral angle: ∼93.7◦) will preclude any effective ICT via
the C(1)-C(24) bonds, as confirmed by its respective bond
lengths across all structural models. All of these findings
corroborate those of Cole et al. [10] and thus benchmarks
these data as having good accuracy.

B. Intraionic charge-transfer and π-conjugation trends
in cationic moieties of DAST and BP3

1. Bond-length descriptors and intramolecular charge transfer

The strength-length relationship in chemical bonding can
be correlated to the extent of ICT and thus the second-order
NLO response [3]. To this end, two bond-length descriptors
were employed to analyze the ICT in cations of DAST and
BP3: (i) bond-length averages and (ii) BLA. The ICT anal-
ysis was applied to three distinct carbon-based π -conjugated
structural fragments of DAST and BP3 that are common to
their cations: the quinoidal ring (ring 1), the nonheteroatomic
part of ring 2, and the bridge that connects them (as labeled
In Fig. 1). Bond-length averages are simply the statistical
mean of the bond lengths in a given structural fragment. BLA
can be described in several different ways. It is described
here in its simplistic form, i.e., the statistical mean of all
bond-length differences between vicinal carbon-carbon bonds
within a specified molecular fragment. In cases where a bond
connects to multiple bonds, the smallest bond-length differ-
ence of all options available is employed; e.g., the bond-length
difference involving a bond that projects from an aromatic
ring, there being two bonds from the ring that connect to this
bond; the overall BLA calculation contains such cases. This
BLA formalism may be considered as the classical method
of assessing the extent of delocalization ensuing within a
π -conjugated fragment of a molecular chromophore. This has
been used extensively to analyze D-π -A structural motifs
in organic NLO materials to deduce the level of ICT and
thus their inherent prospects for second-order NLO function
[3,15].

The intraionic charge transfer across cations of DAST and
BP3 can be quantified in fine detail, by breaking down the
bond length and BLA contributions into those of ring 1, the
nonheteroatomic part of ring 2, and the bridge. The average
bond lengths for each molecular fragment, as well as their
BLA values, were calculated for each structural model, as
were the overall BLA values for the cations (see Tables I and
II). Clear trends across the structural models are highlighted
with arrow annotations.

2. Bond-length alternation (BLA) analysis of BP3

All the BLA values for the BP3 cation decrease mono-
tonically, revealing that the structural behavior of the three
molecular fragments is uniform and is representative of
the entire D-π -A motif in each cation. These results
also demonstrate a high level of internal consistency, thus
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TABLE I. Average bond lengths in the cationic moieties of DAST and BP3.

Bond length averages in the cationic moiety (Å)

DAST BP3 DAST BP3 DAST BP3
Model ring 1 ring 1 bridge bridge 4C-ring2 4C-ring2

(a) (i) isolated cation 1.4014 1.4024 1.4247 1.4176 1.3893 1.3936
(a) (ii) isolated cation influenced by closest anion 1.4012 1.4025 1.4244 1.4170 1.3892 1.3937
(b) cation and anion with crystal field effects 1.4033 1.4027 1.4155 1.4143 1.3918 1.3929
(c) cation and anion in full crystal lattice environment 1.4048 1.4031 1.4159 1.4153 1.3926 1.3943

corroborating the robustness of the four multiphase structural
models detailed in Table II. This reduction in BLA from gas to
solid-state is particularly marked between models (a) and (b),
whereupon crystal field forces start to influence the cation; the
BLA continues to diminish until model (c), when the cation
is contained within its full crystal lattice environment. BLA
changes in ring 1 of BP3 are modest, and their absolute BLA
values are the lowest of the entire BP3 cation, irrespective of
the model; ring 1 thus appears to present a highly delocal-
ized nature. In stark contrast, the bridge exhibits the highest
absolute BLA values irrespective of the model; indeed, the
bond lengths of the bridge display a distinct tendency towards
a single-double-single canonical form of bonding across all
models. Nonetheless, its BLA values drop markedly with the
onset, and thence progressive build-up, of crystal field forces,
in common with ring 1. The carbon-based component of ring
2 in BP3 shows a similar trend in reduction, but with much
smaller absolute BLA values to the extent that they represent
a ring with a high level of delocalization.

The overall BLA value for BP3 cations in the crystal lattice
environment [model (c)] is striking, by virtue of it being a per-
fect BLA value for organic second-order NLO applications,
according to the stipulations of valence effective Hamilto-
nian (VEH) models, which indicate that β is maximized for
molecules whose |BLA| modulus is 0.04 [57]. Table II shows
that the overall BLA value for BP3 cations tends to this perfect
value, as models progressively accommodate more intraionic
interactions and proceed from the gas phase to the solid state.
In other words, the progressive build-up of intraionic interac-
tions in the D-π -A moiety of the BP3 cations optimizes its β

value, until its crystalline form manifests perfect second-order
NLO prospects from a purely electronic perspective.

This BLA calculation does not consider any steric influ-
ences on β that BP3 cations might issue beyond the D-π -A
moiety. This perfect BLA value of the BP3 cation is unlikely
to be deterred by any internal BLA contribution from the
tosylate anion as this is deemed to contribute negligibly to

β. However, cation···anion interactions can readily affect the
overall β, as has been shown by Cole et al. [10]. Such in-
teractions are considered implicitly for the D-π -A moiety of
the BP3 cation in this demonstrated optimization of β, via the
bond length changes caused by such interactions. However,
electronic effects in the BP3 cation beyond the D-π -A path-
way are not considered by the BLA diagnostics. Moreover,
steric effects are neglected in the BLA analysis.

The effect of the two N heteroatoms and their substituents,
and the associated positive charge on N(1) in BP3, which lie
beyond its D-π -A motif, are thus considered separately. The
bond lengths of the ethylamino group (D) display conven-
tional structural configurations across all models, as expected.
However, the acceptor group, A, manifests in a more compli-
cated fashion. Its positive charge on N(1) is stabilized by its
adjoining 1,2,5-trimethylphenyl group, whose ring is essen-
tially aromatic in nature. The extent of this aromaticity can in
fact be calculated by a distinct BLA value that is computed
specifically for this ring. This shows that its aromatic nature
is enhanced as the BP3 cation transitions from the gas to the
solid phase, manifesting a distinct drop in an already small
BLA value [model (a) (i): 0.0199; (a) (ii): 0.0180] between
the structure of the isolated cation, and models (b) and (c)
that incorporate crystal field effects and whose BLA values
[model (b): 0.0066; model (c): 0.0068] are so small that they
approach the cyanine limit [57]. The high degree of ring
delocalization is thus propelled by crystal field effects. Its
ring current is nonetheless isolated by its bridge to N(1), in-
creasingly so as the model progresses from an isolated cation
structure to an embedding within its crystalline environment,
vis a vis the progressively larger single-bond character of
the C(1)-C(24) bond, whose length increases monotonically
from 1.5069 to 1.5119 Å from model (a) (i) to model (c)
(Fig. 4). Meanwhile, the N(1)-C(1) bond maintains a char-
acteristic σ -bond character across all models [58]. Indeed,
this ring is out-of-plane with the D-π -A moiety of the BP3
cation, as previously noted. These models thus show that this

TABLE II. Bond-length-alternation (BLA) values and overall BLA for the cationic moieties of DAST and BP3.

Bond length alternation (BLA) in the cationic moiety (Å) Overall BLA (Å)

DAST BP3 DAST BP3 DAST BP3 D-π -A D-π -A
Model ring 1 ring 1 bridge bridge 4C-ring 2 4C-ring 2 of DAST of BP3

(a) (i) isolated cation 0.0271 0.0220 0.1044 0.0889 0.0122 0.0313 0.0491 0.0428
(a) (ii) cation influenced by closest anion 0.0269 0.0219 0.1046 0.0897 0.0120 0.0314 0.0490 0.0429
(b) cation & anion & crystal field effects 0.0225 0.0192 0.0854 0.0855 0.0257 0.0265 0.0417 0.0407
(c) cation & anion within crystal lattice 0.0204 0.0194 0.0971 0.0820 0.0247 0.0288 0.0446 0.0400
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aromatic ring tends toward perfect delocalization and thus
greater electronic isolation from the rest of the cation, as
BP3 tends towards crystallization. Cole et al. [10] previously
showed that this aromatic ring is involved in three C-H···O
interactions; one of these will impact the BLA of its ring; the
other two will not as they connect to the bridge between the
rings; they could nonetheless still affect β.

3. Bond-length Alternation (BLA) analysis of DAST

The cation of DAST exhibits more variable bond-length
characteristics than that of BP3. Its ring 1 exhibits average
bond lengths and BLA trends that are akin to those of the
BP3 cation. In contrast, the average bond lengths associated
with its bridge are markedly longer (weaker) than those of
BP3 for models (a) (i) and (a) (ii), i.e., when cations of DAST
are not subjected to crystal field forces; their BLA values
are correspondingly higher than those of the BP3 cation for
these two models. However, these average bond lengths and
BLA values drop markedly between models (a) and (b), to the
extent that both of these bond- length metrics become essen-
tially the same as the cognate values for model (b) of the BP3
cation. Model (c) shows a curious feature whereby the BLA
value for the bridge in the cation of DAST returns to nearly
the BLA values of the models in (a); its average bond length
also increases, albeit slightly. This suggests that while crystal
field forces modeled outside of a crystal lattice augment the
ICT for DAST, the explicit incorporation of highly directed
forms of crystal field forces such as hydrogen-bonding, held
within a crystal lattice as per model (c), deters ICT. The trend
observed for ring 2 in the cation of DAST is particularly
striking, when set against that of BP3. The average bond
lengths of the carbon component of ring 2 for the cation of
DAST are shorter (stronger) than those of BP3 for model (a),
which is entirely counterpoint to the situation observed for the
bridging unit that is common to these cations. The BLA values
for the carbon component of ring 2 are significantly lower for
cations of DAST than BP3 for model (a), thus corroborating
the verity of this trend. Moreover, these BLA values display
entirely opposite trends with those for the cation of DAST
diminishing with the removal of crystal field forces, while
those of BP3 diminish as crystal field forces are introduced.
The diminution of these BLA values for cations of DAST
upon removing crystal field forces is such that those of model
(a) come close to the cyanine limit. Given that ring 2 contains
a positive charge on N(1), this striking difference between
BP3 and DAST is likely to result, at least in part, from the
much greater charge stabilization on N(1) by the electron
donating benzyl rather than methyl substituents in BP3 and
DAST, respectively. Another rationale for this striking differ-
ence could be the C-H···C(π ) interaction that is present in
DAST but absent in BP3, as previously deduced by Cole et al.
[10]; they highlighted this distinction in interionic interactions
between DAST and BP3 as the key reason for their different
second-order NLO prospects.

The overall BLA values for the cation of DAST naturally
reflect the lack of clear monotonic trend between models (a)
to (c) for the bridging unit given its high BLA value will
dominate the overall BLA metric. The BLA values themselves
indicate a decent level of ICT, and thus good second-order

NLO prospects, judging from their proximity to the ideal
BLA = 0.04Å value posed by VEH calculations [57]. In-
deed, the results indicate that the cation of DAST becomes
near ideal (BLA = 0.0417 Å) when crystal field forces are
introduced in model (b); however, this BLA is compromised
once cations of DAST are incorporated into the crystal lattice
environment of model (c). This suggests that while crystal
field forces from essentially nondirectional electrostatic in-
terionic interactions appear to augment ICT in the D-π -A
cationic moiety of DAST, directed interionic interactions such
as hydrogen bonds deter ICT and thus the second-order NLO
response in DAST. This surmise corroborates previous no-
tions proposed by Cole et al. [10]. In contrast to BP3, the
D-π -A moiety of DAST is synonymous to its entire cation
except for its methyl extremities. Therefore, the ICT from the
cation of DAST is likely to represent its full β contribution
save for any possible effect of the few C-H···O hydrogen-
bonds that involve the methyl groups (see Cole et al. [10]); the
cation of DAST has no large substituents beyond its D-π -A
moiety to cause steric effects, in contrast to BP3.

C. Second-order NLO activity: Comparison of the molecular
hyperpolarizability determined by five independent methods

Hyperpolarizability coefficients, β, that represent the
second-order NLO response at the molecular scale, were
then determined for DAST and BP3 in the gas, liquid, and
solid state. Previously, their molecular hyperpolarizabilities
in crystalline form [βcry

zzz (crystal)] had only been determined
via their powder SHG efficiencies. Yet, electrostatic moments
derived from experimental charge densities that are afforded
by high-resolution x-ray diffraction studies have successfully
been used to determine the molecular hyperpolarizability of a
material in its single-crystal form [29,59–61]. This determina-
tion employs the empirical method derived by Robinson [16],
adapted slightly by Higginbotham et al., cf. Eq. (1) [17]:

βi jk =
(

2

n

)2

(QxxQyy + QyyQzz + QxxQzz )Oxyz, (1)

where Qi j refers to the second Cartesian moment, Oi jk to the
third Cartesian moment, and n to the number of electrons.
Thus, the static hyperpolarizability, βMM

0 (crystal), was deter-
mined for DAST and BP3 in the single-crystal form, using
the multipolar moments (MM) of the charge-density models
for DAST (TAAM exp) and BP3 (MM exp) (see the Supple-
mental Material for details) [14]. The determination of β in a
crystalline environment is both rare and industrially pertinent,
given that this is the phase in which a range of key practical
applications for DAST have been considered [8].

The ability to calculate optical properties from crystal
structure information presents an opportunity to develop
structure-property relationships on materials with a valuable
internal consistency. This point is especially pertinent when
considering that there are significant practical issues with
the accuracy of optical experiments that evaluate β. Indeed,
experimentally determined values of β are renowned for their
large errors in quantification (typically 10–30%) [62]. Hyper-
Rayleigh scattering (HRS) is considered to produce the most
reliable experimental values of β, [19] and so our calculations
of β presented herein are compared against HRS values for
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TABLE III. Summary of the molecular optical nonlinearity of DAST and BP3 characterized using different methods.

Units: ×10−30esu DAST BP3

βDFT
0 (gas) 159 194

βXWR
0 (gas + crystal field) 116 194

βHRS
0 (solution)a 120 ± 15b 180 ± 20c

βcry
zzz (crystal)d 37 ± 10 100–120

βMM
0 (crystal) 17 (unrefined TAAM) 43 (monopole refined) 109

aThe errors in βHRS were predicated by the 20% statistical error on the evaluation of β for the Crystal Violet HRS reference sample, since this
error propagates through to the uncertainty in β.
bHRS value previously reported by Teshome et al. [18].
cHRS value previously reported by Cole et al. [10].
dValue estimated from the respective reported powder SHG efficiency: DAST [63] BP3 [11]. cf. SI, §S.4 for further details on the derivation
of these values.

DAST [18] and BP3 [10]. That said, βHRS
0 values from HRS

are determined on samples in solution. It is therefore prudent
to theoretically and experimentally determine β in a number
of phases (in the gas-phase, solution, and the solid-state if
possible), and place considerable importance on compara-
tive trends in β across various states of matter. Thus, DFT
was used to calculate β in the gas phase [βDFT

0 (gas)]. Mul-
tiphase evaluations of both electron-density mappings and β

also allow the effects of interionic interactions to be distin-
guished, especially those pertaining to crystal-field effects.
Thus, our theoretically generated electron-density models that
were tempered against the experimentally determined models
of DAST and BP3 using XWR, were also used to calculate β

values, βXWR
0 (gas + crystal field); these pertain to β models

that incorporate isotropic crystal field forces but not direc-
tional forces such as hydrogen bonds, which are only present
in the models of DAST and BP3 cations held within their full
crystal lattice environment.

The molecular hyperpolarizability values for DAST and
BP3 that were derived from these five independent methods
are shown in Table III.

Concerning the charge-density derivations of the molecu-
lar hyperpolarizabilities in the crystalline state generated by
this work, the βMM

0 value for BP3 is in excellent agreement
with the β

cry
zzz value obtained from the measured powder SHG

efficiency, while βMM
0 and β

cry
zzz are in general agreement for

DAST. The reader is directed to Sec. S.4 of the Supplemental
Material for a detailed explanation of the derivation of the β

cry
zzz

values. Table III permits a cross comparison of the β values of
DAST and BP3, derived using the five independent methods,
from which it is clear that the effects of crystal lattice packing
impede both DAST and BP3 from achieving their maximum
potential as second-order NLO-active chromophores. This is
particularly true for DAST, where a reduction of ∼73% is
observed between the gas phase (DFT) and the solid state,
compared to a much lower reduction of 44% for BP3 under
analogous circumstances; indeed, β for BP3 barely drops until
it is incorporated into its crystal lattice environment. This is to
be anticipated when considered together with the assessments
of Sec. II B, where the presence of short interionic interactions
between the respective cations and anions in DAST cause
a significant reduction in ICT once cations of DAST were
incorporated into a crystal lattice environment. In comparison,
the D-π -A motif of BP3 presents a perfect BLA value in its
crystal lattice environment. It can nonetheless be affected by

steric effects and cation···anion interactions that lie beyond
this D-π -A motif in the BP3 cation, which form on crystal-
lization as noted in Sec. II B; thus, a significant drop in β

for BP3 is only observed upon forming its crystalline state.
This diminution is much less in BP3 than in DAST owing to
the lack of C-H···C(π ) interionic interactions in BP3, in con-
trast to DAST; thereby, the concerted presence of C-H···C(π )
and C-H···O cation···anion interactions in DAST derivatives
has been found to deter their second-order NLO prospects
considerably [10]. Furthermore, the C-H···O cation···anion
interactions that are present in BP3 that lie beyond its D-π -A
motif include its shortest such interaction (see Cole et al.
[10]); its perfect BLA value in the crystal lattice environment
is thus somewhat protected from cation···anion interactions.

Table III reveals that the molecular hyperpolarizability for
DAST also drops considerably between the gas and solution
phase; in stark contrast to BP3, which remains the same within
error. This reduction of β for DAST is likely to be a conse-
quence of the possibility of forming deleterious C-H···C(π )
and C-H···O cation···anion contacts once DAST is surrounded
by a medium (crystal field forces for the XWR model, or
a solution for the experimental results). The β value for the
XWR, model (b), in DAST is thus the same as β determined
by experiment in solution within experimental error. The di-
rectional nature of crystal field forces will be minimal in
this XWR model formalism; so, it captures interionic inter-
actions in a similarly subtle and nondirection specific fashion
to solution-based results. The full directional nature of the
cation···anion interionic interactions will only be felt in model
(c) which explicitly incorporates the influence of the crystal
lattice environment; thus, β for DAST drops heavily again
between the solution and solid-state phase results.

On a technical point, there are two βMM
0 (crystal) values

given for DAST. βMM
0 for DAST, as derived from the TAAM

exp model, is perhaps a little underestimated, being just
at the mark of 2σ error, cf. (17 × 10−30esu) compared to
(37 ± 10) × 10−30 esu for β

cry
zzz . This is unsurprising given the

limited accuracy of a TAAM model, especially that which
pertains to the multipolar population of its atoms. Indeed, the
value of βMM

0 is deduced using the equation of Higginbotham
et al. [17], which requires the determination of quadrupolar
and octupolar atomic moments using Stockholder spatial par-
titioning [64]; so incorrect multipolar populations will have a
significant impact on the accurate determination of βMM

0 . As a
consequence of the unusual βMM

0 result for DAST determined
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by the TAAM exp model, and given the importance of cor-
rectly assigned multipolar populations, an attempt was made
to refine all monopole populations against the x-ray data of
DAST, while all the other higher-order multipolar terms were
kept unrefined; the limiting resolution of the x-ray data man-
dated this restriction to a monopolar model for charge-density
analysis. The βMM

0 value (43 × 10−30esu) derived from this
modified TAAM exp model of DAST is a bit more in line
with the β

cry
zzz value, confirming the importance of the accurate

assignment of multipolar populations in the undertaking of
a Stockholder spatial partitioning of the molecular charge
density of a molecule.

III. CONCLUSIONS AND FUTURE RESEARCH

This extensive multiphase analysis of the most commer-
cially significant ionic NLO chromophore, DAST, and one
of its derivatives, BP3, has demonstrated an innovative ap-
proach for studying the crystalline environment of NLO
chromophores in a piecewise fashion. Thereby, the intraionic
and interionic interactions in DAST and its derivative, BP3,
have been related to their second-order NLO function at the
molecular scale, and across multiple phases via four structural
models. BLA analysis has revealed distinct intraionic trends
in terms of the ICT and thus second-order NLO capabilities
of the D-π -A motifs in DAST and BP3 across the gas, {gas +
crystal field forces}, solution, and crystalline states of matter.
The D-π -A motif for BP3 tends to a perfect BLA value upon
crystallization. Better stabilization of its positively charged
nitrogen by its N-substituted benzyl group, relative to the cor-
responding methyl group on DAST, helps towards achieving
this perfect BLA value for BP3. The β value of BP3 is essen-
tially constant in all phases except for the crystalline state,
where it appears to be deterred via C-H···O cation···anion
interactions that are not associated with the D-π -A constituent
of the BP3 cation. In stark contrast, the β value for DAST
is progressively deterred from the gas phase to its crystalline
form. This multiphase deleterious effect in DAST appears
to be primarily a consequence of its manifestation of both
C-H···C(π ) and C-H···O cation···anion interactions that have
been shown previously to deter DAST derivatives [10]. The
lower ability of DAST to stabilize positive charge on the ni-
trogen of its pyridinium constituent, as opposed to BP3 whose
positive charge is stabilized by a large benzyl side group, may
also be a factor in this difference between DAST and BP3;
indeed, their opposite BLA trends observed in ring 2 were
found to deter the overall BLA value of the D-π -A motif for
DAST. The molecular hyperpolarizability, β, has been derived
via the {gas+crystal field forces} and solid-state structural
models; they have been compared to reported experimental
values of β measured in solution or in a powder, as well as
gas-phase ab initio DFT calculations. The β values follow
the same structural trends as those observed for the compe-
tition between intraionic and interionic interactions in BP3
and DAST, thus rationalizing their respective second-order
NLO origins at the molecular scale. This is exciting both
scientifically and technically; technically because this study
presents a rare application of multiphase determinations of β,
with the especially scarce evaluations of β in the crystalline
state derived solely from x-ray diffraction data [17], and in the

gas state with the influence of crystal field forces incorporated
using XWR [43,65,66] with all results comparing very nicely.
Scientifically, these results not only corroborate our previ-
ous findings that certain cation···anion interactions dictate the
second-order NLO function of DAST and its derivatives; they
also afford newfound structure-property relationships and an
associated knowledge base whose fine detail and multiphase
information about DAST-based compounds is primed for the
molecular engineering of new DAST derivatives with better
tailored second-order NLO properties.

In particular, the model constructs demonstrated via this
work, using high-resolution x-ray diffraction data for the pur-
poses of validation, can now be applied to low-resolution
x-ray diffraction data. Indeed, low-resolution x-ray diffraction
data have already been used successfully to model nonionic
organic NLO materials, more generally, by concerting XWR
with structure factors from multipolar structural models of
these experimental data [67]. Enabling this lower requirement
of low-resolution x-ray diffraction data opens up a much wider
range of materials for study, using these methods. This is be-
cause such experimental data are commonplace in repositories
such as the Cambridge Structural Database [68]. The ability to
employ this much greater databank of knowledge with model
constructs based on those developed herein will allow this
area of research to extend toward large-scale data-driven NLO
materials prediction. This is very timely, now that there is
a greater accessibility of high-performance computing and a
growing importance of big data.
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