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Tuned and screened range-separated hybrid density functional theory for describing electronic
and optical properties of defective gallium nitride
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We apply a hybrid density functional theory approach, based on a tuned and screened range-separated hybrid
(SRSH) exchange-correlation functional, to describe the optoelectronic properties of defective gallium nitride
(GaN). SRSH and time-dependent SRSH (TDSRSH) are tuned to produce accurate energetics for the pristine
material and applied to the study of a series of point defects in bulk GaN, a blue light-emitting material that
degrades in the presence of defects. We first establish the accuracy of the method by comparing the predicted
quasiparticle gap and low-energy excitation spectra of (TD)SRSH and many-body perturbation theory for both
pristine GaN and GaN containing a single nitrogen vacancy. Aided by the reduced computational cost of
(TD)SRSH, we then report on three additional technologically relevant point defects and defect complexes in
GaN: the gallium vacancy, the carbon interstitial, and the carbon-silicon complex. We compute the low-energy
optical absorption spectra for these defects and show the presence of defect-centered transitions. Furthermore,
by estimating the Stokes shift, we predict, in agreement with previous studies, that the carbon substitutional
defect is a candidate for the detrimental yellow luminescence in GaN. This study indicates that TDSRSH
is a promising and computationally feasible approach for quantitatively accurate, first-principles modeling of
defective semiconductors.
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I. INTRODUCTION

Defects in semiconductors play a pivotal role in devices
because they can dominate the optoelectronic response of
materials [1]. Defects can lead to carrier trapping sites that
decrease carrier lifetimes and limit conductivity [2–4] and can
also localize optical excitations, altering their energetics and
excitonic properties [5–7]. Thus, it is essential to characterize
precisely the electronic structure associated with particular
defects.

Due to the difficulty of unequivocally relating experi-
mentally measured defect energetics to defect identity, first-
principles theory has made vital contributions to understand-
ing the influence of defects in important semiconductors
where they play a role (e.g., Si, GaAs, GaN) [8–22]. In
particular, density functional theory (DFT) has predicted qual-
itatively, and even sometimes quantitatively, accurate thermo-
dynamic transition levels induced by point defects [23,24].
Additionally, configuration coordinate diagrams constructed
from DFT calculations can accurately predict absorption and
photoluminescence properties of defective semiconductors
when transitions result in a change of the defect charge
state (i.e., the transition is to/from a bulklike state from/to a
defectlike state) [23,24]. However, an open problem remains
as to how accurate, yet computationally feasible, absorption
and emission properties may be calculated for general defect
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transitions in solids, including excitonic effects. This is es-
pecially important for applications that rely on defect-defect
transitions [25,26].

There have been limited DFT-based studies that can probe
defect-defect optical transitions. For example, constrained
DFT (CDFT) has been used to describe the energetics and
Stokes shift of defect-defect transitions within the NV center
in diamond [27,28]. This approach is reliable if, among other
conditions, the excited state can be described by a single Slater
determinant [25]. Time-dependent DFT (TDDFT) does not
in principle suffer from this limitation and does not require
an a priori assumption regarding the nature of transitions.
TDDFT has been applied to predict transition energies, op-
tical absorption, exciton binding energies, and nonradiative
recombination rates in defective materials (e.g., [29–31]).
However, a description of excitonic effects in solids requires
an exchange-correlation functional that captures long-range
Coulomb interactions [32], that are lacking in standard DFT
functionals as well as some hybrid DFT functionals.

Many-body perturbation theory (MBPT) within the GW
approximation [32–39] and the Bethe-Salpeter equation
(BSE) approach [32,38–41] is the current state-of-the-art ap-
proach for quantitatively accurate first-principles prediction
of (opto)electronic properties in the solid state. MBPT has
been applied to a limited extent to the study of defects in
semiconductors (e.g., Refs. [29,42–62]). However, the high
computational cost of MBPT motivates the use of methods,
often based on hybrid DFT functionals (e.g., HSE [63,64] or
PBE0 [65]), that are more accurate than DFT yet affordable
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relative to MBPT. Screened range-separated hybrid (SRSH)
DFT [66–81] is one such promising method. This approach
falls within generalized Kohn-Sham theory [82], with the
added constraint that, in the long range, the functional should
behave as a screened Coulomb potential. Importantly, be-
cause of the long-range nature of the SRSH functional, it
can describe excitonic effects in solids [32,67]. Tuned SRSH
functionals, for which the range-separation and solid-state
screening parameters are fit to each material specifically,
have been shown to produce accurate band structures and
optical absorption spectra for a range of solids, including
organic solids, and bulk and two-dimensional (2D) inor-
ganic materials (e.g., [69,70,79,83–85]). Such a method could
potentially allow for the study of the multitude of defect
states present in real materials, for which MBPT is compu-
tationally prohibitive, with quantitative accuracy. For select
two-dimensional materials with weak screening, unscreened
RSH [86] and screened SRSH [30] have been utilized to
predict defect energetics. However, the accuracy of TDSRSH,
which accounts for the significant bulk screening, has not
been established for describing the energetics of defects in
semiconductors.

Here, we apply tuned SRSH to study a series of point de-
fects and a defect complex within bulk GaN, a technologically
important and well-studied material, which naturally contains
such point defects [24,87,88]. GaN is a prominent blue light-
emitting diode material, known to degrade into a yellow or
green color due to the presence of defects. The nature of all
the defects that may lead to yellow or green luminescence
(YL, GL) is not yet known with certainty [89]. We first
establish the accuracy of our SRSH method by comparison to
GW /BSE calculations on the pristine bulk and on bulk GaN
containing a nitrogen vacancy in the 1+ charge state (V 1+

N ).
We then proceed to study a series of defects, determining the
nature and energy of the transitions. Specifically we study a
charged Ga vacancy (V 3−

Ga ), a charged carbon substitutional
defect (C1−

N ) and the carbon-silicon substitutional complex
(CN-SiGa). All four defects studied have been suggested to
play an important role in the behavior of GaN as an LED
or power electronic material [19,22,90–96]. We predict, in
agreement with previous theoretical studies [19] and exper-
iment [96], that the carbon impurity is a candidate for YL.
Our results are important in that they represent one of the
first calculations of optical absorption properties of defective
GaN, while also establishing the viability of the (TD)SRSH
approach for quantitatively accurate modeling of defects in
semiconductors.

II. COMPUTATIONAL DETAILS

A. Density functional theory

DFT and TDDFT calculations were performed within the
VASP package [97] with core electrons and nuclei described
by the projector-augmented wave method (PAW) [98]. We
studied pristine bulk GaN and four technologically important
defects: the V 1+

N , V 3−
Ga , C1−

N , CN-SiGa. Initial structures for pris-
tine and with-defect GaN were obtained from previous DFT
calculations when possible [21,99]. We obtained the GaN
unit-cell vectors and the structure of V 1+

N from Ref. [99] and
the V 3−

Ga and C1−
N structures from Ref. [21]. For the CN-SiGa
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FIG. 1. The structure of bulk wurtzite GaN. (a) Shows the pris-
tine unit cell and (b) the 4×4×3 192-atom supercell for defect
studies.

defect, we optimized the geometry within the VASP package
in a way that is consistent with these previous studies. The re-
laxations were performed within collinear spin-polarized DFT
with Ga d electrons explicitly included as valence. The lattice
vectors of the close-packed hexagonal wurtzite GaN unit cell
were 3.20 Å along the a and b axes and 5.2 Å along the c
axis, in good agreement with experiment [100]. From this
geometry, a 4×4×3 supercell was constructed (see Fig. 1),
a defect was introduced into the supercell, and the geometry
was reoptimized in the presence of the defect using the HSE
functional [101] with 30% exact exchange, which was the
amount necessary to match the GaN experimental band gap of
3.5 eV [102]. The calculations were performed with a plane-
wave cutoff energy of 425 eV, and a Monkhorst-Pack (MP)
k mesh [103] of 8×8×8 (2×2×2) for the unit (super) cells.
All geometry relaxations used a �-centered k-point mesh
except for the V 1+

N supercell obtained from previous work [99]
where the k mesh was shifted off � to reduce defect-defect
interaction [104]. The structure was relaxed until forces were
less than 0.05 eV/Å and total energy change was less than
1×10−4 eV.

DFT band structure and TDDFT calculations were per-
formed within VASP using PAW potentials that include only
the Ga 4s and 4p electrons as valence. For band structure cal-
culations of the unit cell, the Kohn-Sham orbital energies were
interpolated to the k-point path using maximally localized
Wannier functions [105] via the WANNIER90 software package
[106]. For SRSH and TDSRSH calculations, we utilized a
customized version of the VASP package as implemented by
prior work [79,85].

The SRSH functional contains three fitting parameters: (1)
the fraction of exact short-range exchange; (2) the range-
separation parameter beyond which the exchange-correlation
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functional is set to the exact exchange screened by the dielec-
tric constant; and (3) the dielectric constant. Previous studies
determining these parameters either from first principles or
empirically have shown that GW eigenvalues and BSE optical
spectra can be reproduced by SRSH and TDSRSH, respec-
tively [69,70,79,83–85]. In this work, the SRSH hybrid was
tuned according to the procedure of Ref. [70]; the fraction
of short-range exchange was set to 0.25; the range-separation
parameter was set to 0.70 Å−1, tuned to match the pristine
unit-cell band gap to the experimental value 3.50 eV [102];
and the dielectric constant was set to 5.4ε0 (where ε0 is the
vacuum permittivity) as calculated within the random phase
approximation (RPA) [107,108]. When using the HSE func-
tional the amount of exact exchange was tuned to 30% in order
to match the experimental band gap. The ground-state wave
functions were calculated on a 16×16×16 �-centered MP
k-point mesh for the pristine unit cell and 4×4×4 �-centered
MP mesh for the defective supercell, and the dielectric matrix
was calculated on the respective k-point grid, neglecting local
field effects [109]. To better understand the potential of the
C1−

N defect as the source of yellow luminescence, we addition-
ally studied this defect with a denser 8×8×8 k-point mesh.
Subsequently, we solved the Casida equations [110] to obtain
the optical spectrum and the exciton energies of the materials
with 12 valence and 7 conduction bands for the defective
supercell, and 6 valence and 6 conduction bands for the
pristine unit cell. To describe the nature of optical transitions,
we calculated the density associated with the electron and
hole as shown in Fig. 5 as a linear combination of excitations
from/to occupied/unoccupied Kohn-Sham orbitals, weighted
by the square of the coefficients obtained from solving the
TDDFT Casida equation.

B. Many-body perturbation theory

GW /BSE calculations were performed on both the GaN
unit cell and the V 1+

N defect supercell as outlined in
Refs. [7,99]. We calculated optical absorption using the
BERKELEYGW software package [111] with starting DFT or-
bitals obtained from the QUANTUM ESPRESSO software pack-
age [112]. The BSE sum was expanded over 12 and 7 (8
and 6) conduction and valence bands, respectively, for the
supercell (unit cell). The BSE kernel was interpolated from
a k mesh of 2×2×2 (8×8×8) to 4×4×4 (16×16×16) for the
supercell (unit cell). The Ga 4s4p electrons were included as
valence. To generate the GW band structure for the unit cell,
the quasiparticle corrections were interpolated from the coarse
k mesh to the k-point path using the BERKELEYGW software
package [111]. Further details of the GW /BSE calculations
are contained in previous studies [7,99].

C. Defect-defect interaction corrections

For charged defects, we must apply a post-self-consistent-
field correction to the defect-localized state energies to correct
for the artificial interaction of a charged defect with its peri-
odic images [48,113]. This correction can be approximated as,

εd,corr = −2

q
Ecorr, (1)

TABLE I. Defect-state electrostatic correction energies obtained
from Eq. (1). The CN-SiGa defect was studied in the neutral charge
state; hence, no correction was required.

Defect εd,corr (eV)

V 1+
N −0.272

V 3−
Ga 1.025

C1−
N 0.358

where q is the charge state of the defect and Ecorr is the
electrostatic correction to the total energy of the charged
defect supercell [114,115] obtained from Refs. [21,22]. The
electrostatic corrections applied to defect-state energies are
given in Table I.

We identify the defect-localized bands that require the
correction by calculating the radial expectation value of the
Kohn-Sham orbitals per Ref. [99],

〈r〉 =
∫ ‖r − rd‖ρ(r)d3r

∫
ρ(r)d3r

, (2)

where rd is the center of mass of a state’s electron charge
density (see Ref. [116]). For each Kohn-Sham orbital at each
k point considered, 〈r〉 is calculated. The radial expectation
value for localized defect states is significantly smaller than
that for extended bulklike states, and so the defect-localized
states are easily identifiable. The electron density used in
Eq. (2) is computed for each band as a weighted average over
all k points. The corrected DFT state energies are used in the
reported SRSH orbital energies and incorporated into the TD-
SRSH starting point. For the latter, we input these corrected
eigenvalues into the VASP wave-function file (WAVECAR) using
a custom script as described in Ref. [116].

While the electrostatic correction can account for some
defect-defect interactions, the limited size of the supercell
results in a residual defect-defect interaction which gives
a dispersion of the defect-state energies [99]. Thus, when
reporting defect-state energies in band-diagram format, we
calculate the weighted average over the k mesh per Ref. [117]:

EC
d =

∑
NwN EC

d (N )
∑

NwN
, (3)

where EC
d (N ) is the energy of a particular defect state at a

particular k point, wN is the associated k-point weight and N
runs over all k points.

III. RESULTS

A. Comparison of GW /BSE, TDSRSH, and TDHSE

We first present a comparison of the different levels of
theory considered [GW /BSE, (TD)HSE, and (TD)SRSH] for
predicting the band structure and optical properties of pristine
GaN. For the band structure, as shown in Fig. 2(a), there is
an excellent agreement between the different levels of theory.
The band gap agrees to within 0.04 eV and the mean absolute
error (MAE) in the band dispersion relative to the GW results,
over the k path and energy range shown in Fig. 2(a) is 0.13 eV
for DFT-HSE and 0.11 eV for DFT-SRSH. The line shapes
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FIG. 2. (a) Band structure within GW , DFT-HSE, and DFT-SRSH and (b) imaginary component of the dielectric function within GW /BSE,
TDHSE, and TDSRSH for pristine GaN. In (a) the band structure path for a hexagonal lattice from Ref. [119] was used. For (b) a broadening
of 0.25 eV was applied to the theoretical results to mimic experimental broadening and the spectra were normalized such that the highest peak
position is at 1. The experimental dielectric function is taken from Ref. [118].

of the imaginary part of the dielectric function for bulk GaN
as shown in Fig. 2(b), agree as well, though there is a more
significant discrepancy in peak energies. The best agreement
with the position of the experimental absorption [118] peak at
approximately 7.05 eV is obtained with the SRSH functional
(7.0 eV); BSE slightly underestimates the peak’s position at
6.86 eV while TDHSE overestimates it at 7.88 eV. GW /BSE
appears to best reproduce the overall shape of the measured
absorption response in the shown energy window of 2–8 eV;
TDHSE and TDSRSH show a similar line shape but display
a shoulder at energies higher than the main peak that is
not present in the measured spectrum. All predicted spectra
display small oscillations in the absorption response from the
onset to approximately 6 eV. This feature is not observed in
measurement and may be due to an undersampling of the
k-point mesh or lack of incorporation of finite-temperature
effects in the theory which would broaden and smooth the
spectrum.

TABLE II. Absorption onset and exciton binding energy of
pristine and defective GaN obtained from GW /BSE, TDSRSH, and
TDHSE.

Method Absorption onset (eV) Eb (meV)

Pristine bulk (unit cell)
BSE 3.34 120
TDSRSH 3.33 140
TDHSE 3.45 2

GaN containing one V 1+
N point defect (4×4×3 supercell)

BSE 3.33 130
TDSRSH 3.45 156
TDHSE 3.58 3

As shown in Table II, the onset of absorption agrees to
within 12 meV for all levels of theory. The predicted exciton
binding energy is ∼5 times larger than the experimental value
of ∼25 meV [120] for BSE and TDSRSH and ∼13 times
smaller for TDHSE. The near-zero value from TDHSE may
be due to the fact that the exchange-correlation kernel lacks
a nonlocality in the long range (i.e., q → 0), which has been
shown to be necessary to fully describe excitonic effects in
solids [32]; TDHSE has been shown to partially capture these
effects [121]. The discrepancy of the BSE and TDSRSH pre-
dicted binding energies when compared with experiment can
be understood as being due to a lack of k-point convergence;
the k-point dependence of the binding energy has been shown
to be quite significant, requiring a large k-point mesh near
� [6,81,122]. Here, we estimate an error of ∼0.1 eV in the
exciton binding energy and, thus, the optical absorption onset,
due to the limited k-point sampling.

To further understand the accuracy of TDHSE and TD-
SRSH, we compute the defect-induced electronic states and
optical absorption spectrum of GaN containing one nitro-
gen defect in the 1+ charge state (V 1+

N ) and compare to
GW /BSE. When compared with the GW approximation, the
predicted defect-centered electronic state energies agree to
within 0.14 eV for SRSH and 0.2 eV for HSE (see Table S1 in
Ref. [116]). Considering that we estimate a ∼0.1 eV level of
accuracy for GW , these agreements are quite good. As shown
in Fig. 3 and Table II, there is a discrepancy between the onset
of absorption for the different levels of theory, as with pristine
GaN, with TDSRSH and GW /BSE in better agreement than
with TDHSE. While the shapes of the GW /BSE and TDSRSH
spectra over the displayed window of 2–5 eV are similar, they
are qualitatively different from the TDHSE result: the TDHSE
spectrum shows three peaks of approximately equal amplitude
as opposed to the single dominant peak of the GW /BSE and
TDSRSH spectra.
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FIG. 3. Predicted imaginary component of the dielectric function
for GaN containing one V 1+

N defect for BSE, TDSRSH, and TDHSE.
For these calculations, no electrostatic correction has been applied to
defect-state energies.

The discrepancy in the absorption onset between GW /BSE
and the TDDFT calculations is somewhat larger in the pres-
ence of the defect (see Table II). However, TDSRSH and
GW /BSE still agree to 0.12 eV with predicted onset energies
of 3.45 and 3.33, respectively. The TDHSE predicted onset
is 0.25 eV larger than GW /BSE at 3.58 eV. Additionally,
the exciton binding energies predicted by TDSRSH and BSE
agree to within 26 meV, while the value predicted by TDHSE
is more than 40 times smaller than either the GW /BSE. We
note that in the presence of the defect, the predicted binding
energies from GW /BSE, TDSRSH, and TDHSE are all quite
similar to their pristine values. We expect a similar under-
convergence with respect to k-mesh sampling and estimate a
∼0.1 eV uncertainty in the onset of absorption.

B. SRSH-computed trap-state energies and optical spectra
for a series of point defects

As shown above, (TD)SRSH quantitatively reproduces
both the energetics and absorption line shape of GW /BSE
at a significantly reduced computational cost, and is thus a
promising approach for studying how defects influence the
optical absorption spectrum of GaN. Here, we present the
defect-state trap energies and GaN optical absorption spectra
in the presence of a series of point defects: V 1+

N , V 3−
Ga , C1−

N ,
and CN-SiGa, along with transition state analyses. All four
defects have been suggested to play an important role in the
behavior of GaN as an LED or power electronic material.
The nitrogen vacancy, which may occur in p-doped GaN due
to its low formation energy [21,94,123], has been suggested
as potentially contributing to both the YL at an energy of
∼2.18 eV [94] and the GL2 band at 2.33 eV [95]. The gallium
vacancy, with a relatively low formation energy in n-type GaN
[21], may play a role in the YL as well [90,91,124]. Recent
measurements [96] indicate that the carbon impurity, which
also has a low formation energy in n-type GaN, is responsible

for the observed YL1 band at ∼2.17 eV, a conclusion that
is supported by theory [19,92]. Lastly, the carbon-silicon
defect complex CN-SiGa can have a relatively small formation
energy, especially in Ga-rich material and has been associated
with an observed trap state [22,93]. Here, we investigate the
optoelectronic properties of each defect.

The band diagrams associated with these defective crystals
[Figs. 4(a)–4(d)] show that there are multiple localized states
associated with each point defect studied. The bulk GaN band
gap is predicted to be 3.46–3.6 eV within these supercells.
This value is different from pristine GaN because of the
perturbation due to the presence of a periodically repeating
defect. With introduction of V 1+

N , there are four localized
states introduced by the defect: one fully occupied below the
valence band maximum and three unoccupied states within
the conduction band [99]. Thus, the band gap is approximately
unchanged. With V 3−

Ga , four localized states are introduced
deep in the band gap, with all four being fully occupied. This
results in a significant lowering of the effective gap to 1.27 eV.
Similarly, for C1−

N , there are three mid-gap defect states, all
fully occupied, resulting in lowering of the effective band gap
to 2.83 eV. The CN-SiGa defect has a lesser effect on the gap,
with two occupied defect-localized states near the valence
band maximum: one just above and another just below the
band edge, reducing the effective gap to 3.46 eV.

The electronic transitions associated with the V 1+
N , V 3−

Ga ,
C1−

N , and CN-SiGa defect-centered states result in modification
of the imaginary component of the dielectric function in a
way that follows trends in the band diagram. As shown in
Fig. 4(e), the nitrogen vacancy only weakly modifies the
absorption spectrum relative to the pristine material. This is
expected because the defect-centered states for this defect are
nearly degenerate with bulklike states. In contrast, V 3−

Ga defect
strongly modifies the absorption spectrum for a broad range
of energies below the pristine material’s absorption onset. In
particular, there are now two low-energy peaks located at 1.6
and 2.3 eV with absorption strength of ∼20% and ∼15%,
respectively, of the bulklike low-energy peak at 3.7 eV. The
introduction of the C1−

N defect also has a major impact on the
absorption spectrum with a peak at approximately 3.0 eV and
absorption strength ∼40% of the bulklike peak. We predict
that introduction of CN-SiGa results in minor changes to the
absorption spectrum: the main impact appears to be a slight
shift of the onset to lower energy.

The nature of the lowest-energy transition as calculated
from TDDFT is shown in Fig. 5, which again follows the
band diagram of Fig. 4. For V 1+

N , the lowest-energy transi-
tion is a bulk-to-bulk transition.1 For all other defect states,
the lowest-energy excited state is a defect-to-bulk transition,
consistent with Fig. 4. In all cases, the orbital associated with
the electron is a delocalized bulklike state of s symmetry

1We note that the character of the transition for V 1+
N is different

than the GW /BSE data presented in Ref. [7], where a bulk to defect
lowest-energy transition was predicted. This is because the bulk and
defect-state energies are degenerate in the conduction band and so
their ordering is highly sensitive to the k-point mesh. Reference [7]
used a k-point mesh shifted off of � in order to minimize defect-
defect interactions.
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FIG. 4. Band diagram for GaN in the presence of the (a) V 1+
N , (b) V 3−

Ga , (c) C1−
N , and (d) CN-SiGa point defect. Blue (red) color corresponds

to occupied (unoccupied) states with the blue (red) shaded region corresponding to the pristine valence (conduction) band. Localized (defect)
states are shown with dashed lines. Band diagrams are on the same energy scale and aligned with respect to their valence band maxima for
ease of comparison. The lowest-energy transition between occupied and unoccupied states is shown. The ∼0.1 eV variation in the bulk band
gap between different defects is due to the introduction of the defect. (e) The imaginary part of the dielectric function for pristine GaN and
GaN in the presence of the V 1+

N , V 3−
Ga , C1−

N , and CN-SiGa defects. A Gaussian broadening of 0.1 eV was applied and the spectra are normalized
such that the highest peak in the energy window was set to 1. In the case of charged defects an electrostatic correction was applied to localized
defect states as described in the text.

centered on nitrogen atoms. For V 3−
Ga , the hole is localized near

the defect site with a radial expectation value of the charge
density of 2.5 Å; the charge density associated with this state

is centered mainly on three nitrogen atoms surrounding the
gallium vacancy. For C1−

N , the hole is centered near the defect
site with a radial expectation value of 3.2 Å; the charge density

 (a)  (b)  (c)  (d)

FIG. 5. The hole and electron density associated with the lowest-energy excited-state transition calculated within TDSRSH for the (a)
V 1+

N , (b) V 3−
Ga , (c) C1−

N , and (d) CN-SiGa defects. The density is calculated as a weighted combination of transitions from Kohn-Sham orbitals.
The lower plot shows the occupied hole state while the upper plot shows the unoccupied electron state. All isosurfaces enclose 30% of the
respective charge distribution’s total charge.
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curve), an incident photon excites the material to state Dq+1 (top
curve) that has the same geometry as the ground state but a different
defect charge state q + 1, where the electron is now in the conduction
band. The vertical shift in energy between the two systems is Eopt and
is followed by a relaxation of the atoms to the minimum energy of
Dq+1, shifted by the amount of the Stokes shift ES . The transition
back to the initial ground state occurs either without phonons at the
energy of the zero-phonon line (ZPL) or via the multistep process
involving return to state Dq and emission of a photon with energy EPL

followed by relaxation back to the equilibrium ground-state system,
with energy change given by the anti-Stokes shift EAS .

for this state is mainly centered on the carbon impurity, with
some hole density on nearest-neighbor nitrogen atoms. For
CN-SiGa, the hole density is more delocalized with a radial
expectation value of 4.2 Å and is centered mainly on the
carbon impurity atom with some charge density at several
nearest-neighbor nitrogen atoms, and no appreciable charge
density on the silicon impurity.

C. Connection of calculations to YL in GaN

As noted in the Introduction, many studies compute the
configuration coordinate diagram from DFT to describe the
optical absorption and photoluminescence of defective materi-
als, an example of which is shown in Fig. 6. This figure depicts
the effective excitation of a defect in charge state q (bottom
curve) within the material to a system with the defect in charge
state q + 1 and an electron in the bulk conduction band (top
curve). The vertical transitions Eopt and EPL correspond to
the onset of optical absorption and the photoluminescence
peak, respectively. The energies associated with the geometry
relaxations are given by the Stokes (ES) and anti-Stokes
(EAS) shifts. Within the ground-state DFT framework, the
optical transition Eopt is calculated as total-energy differences
between two charge states of a defect, and thus considers
a defect-to-bulk transition without considering electron-hole
interactions. Within this approximation, calculations based on
the HSE functional have predicted Eopt of 3.78 eV for V 1+

N
[125], 1.23 eV for V 3−

Ga [124], 2.95 eV for C1−
N [19], and

3.57 eV for CN-SiGa [22]; taking the same approximation, our
calculations predict a value of 3.60, 1.27, 2.83, and 3.46 eV,

respectively. For V 3−
Ga , C1−

N , and CN-SiGa, our predictions are
within 0.12 eV of these previous studies, suggesting that
these two different perspectives result in similar conclusions.
The slightly larger discrepancy between our calculation and
Ref. [125] for V 1+

N (0.18 eV) may be due to the use of
different supercell sizes and the fact that we predict a bulklike
excitation for V 1+

N (rather than bulk to defect) and so are
not describing the same state. Given the relaxation energies
calculated within DFT, Refs. [19,22,124,125] predict the pho-
toluminescence peak EPL to be located at 2.24 eV for V 1+

N
[125], 0.25 eV for V 3−

Ga [124], 2.14 eV for C1−
N [19], and

2.71 eV for CN-SiGa [22], suggesting both V 1+
N and C1−

N as
potential sources of YL. However, based on the transient
behavior observed in relatively recent PL experiments, V 1+

N
is more likely to be associated with the GL2 band [95,125].
Based on calculated energetics, V 3−

Ga and CN-SiGa are unlikely
to be responsible for YL.

To better understand the C1−
N defect as a possible source of

YL, we further refine our calculations for this particular defect
in GaN. TDSRSH provides the optical absorption onset Eopt;
in order to calculate EPL in Fig. 6, it is necessary to include
the Stokes shift associated with geometry reorganization due
to the presence of electron and hole. Here, we approximate
EPL as the lowest-energy transition predicted by TDSRSH on
C1−

N in the ground-state geometry associated with removing
an electron from the defect (i.e., C0

N). We note that the exciton
binding energy is included in this calculation whereas it is not
included in the calculations of Lyons et al. discussed above
[19] and that we have improved the k-point mesh to 8×8×8
in order to better describe the exciton binding energies. EPL

calculated in this way is predicted to be 2.02 eV, in good
agreement with Ref. [19]. Thus, we confirm that this defect
may potentially cause the YL1 PL band of GaN, in agreement
with these previously computed thermodynamic transition
levels and measurements [96]. This is further validation that
this (TD)SRSH approach can provide a new perspective on
the optoelectronic properties of defective materials.

IV. CONCLUSION

In summary, we utilized a tuned and screened range-
separated hybrid functional to describe the charged and neu-
tral excited states of defective GaN, benchmarking the ap-
proach against GW /BSE. We tuned the functional to the pris-
tine bulk GaN and applied it to a series of defective structures.
For both the pristine material and one with a nitrogen vacancy
in the 1+ charge state (V 1+

N ), we determined that TDSRSH
improves the agreement with GW /BSE when compared with
TDHSE. Furthermore, we applied (TD)SRSH to a series of
important point defects in GaN and found good agreement
between our calculations and previous DFT-based studies of
transition energies. For the point defects V 1+

N , V 3−
Ga , C1−

N , and
the complex CN-SiGa, we predict defect-centered states either
in the band gap or near band edges of GaN, which contribute
to low-energy transitions in the optical spectrum. Addition-
ally, by accounting for the Stokes shift, we predict that the
C1−

N vacancy is a candidate for the yellow luminescence
in GaN, in agreement with previous theoretical calculations
and recent measurements. Our study establishes the accuracy
of TDSRSH for predicting the excited-state energetics of
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defective semiconductors, without making a priori assump-
tions about the nature of the transitions.
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