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Redox-active 3d transition-metal oxides (TMOs) are crucial ingredients for multiple sustainable energy
applications, including solar cells, batteries, catalysis, and solar thermochemical water splitting. However, any
predictive modeling, such as that employing density functional theory, needs to describe accurately the energetics
of redox reactions involving transition metals, if new candidate materials are to be identified in a reliable fashion.
Recently, we demonstrated that the state-of-the-art, strongly constrained and appropriately normed (SCAN)
exchange-correlation functional requires a Hubbard U correction (determined, e.g., from experimental oxidation
enthalpies) to reproduce the ground-state structure, lattice parameters, magnetic moments, and electronic
properties of Ce-, Mn-, and Fe-based oxides. In the present work, we extend our approach to identify optimal
U values for other 3d TMOs, specifically Ti, V, Cr, Co, Ni, and Cu, within the SCAN+U framework. We
determine optimal U values of 2.5, 1.0, 3.0, and 2.5 eV for Ti, V, Co, and Ni oxides, respectively, while Cr and
Cu oxides best reproduce redox thermodynamics without any U correction at all. While the U values required
for Ti, V, Co, and Ni are lower than those needed within the generalized gradient approximation (GGA) + U
or local density approximation (LDA) + U approaches, inclusion of U makes non-negligible improvements in
ground-state property evaluations of these oxides. Here we also validate our optimal U values by performing a
number of transferability checks for each 3d material. A SCAN+U framework (with an appropriately determined
U) therefore is needed to assess accurately the ground-state energies and qualitatively consistent electronic
structures for (most) first-row TMOs.
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I. INTRODUCTION

3d transition-metal oxides (TMOs) have a variety of ap-
plications, such as catalysis [1–3], energy storage [4–6], pho-
tovoltaics [7–9], etc. One such important field of application
is solar thermochemical water/CO2 splitting [10–13], which
involves using an (transition-metal-based) oxide substrate and
a two-step cycle to split water and/or CO2, eventually gen-
erating renewable fuels or fuel precursors. In all of these
applications, the redox capability of the transition metal plays
an important role in the suitability and performance of the
specific material used. Hence, any theoretical framework
that aims to design novel materials for such applications,
such as those using density functional theory (DFT) [14,15],
should describe accurately the redox thermodynamics and
other related properties (e.g., structural stability, electronic
and magnetic properties) of TMOs and analogous materials.

One of the major approximations involved in using DFT is
the choice of electron exchange-correlation (XC) functional.
Recently, Perdew and co-workers developed the strongly con-
strained and appropriately normed (SCAN) functional, which
satisfies all 17 known constraints for a given XC functional
[16,17]. Further work also showed that SCAN performs sig-
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nificantly better than the Perdew-Burke-Ernzerhof (PBE) [18]
version of the generalized gradient correction (GGA) XC
functional in reproducing accurate formation enthalpies [19]
and correct ground-state structures [20,21] of several main
group compounds. Notably, SCAN does not underbind the
O2 molecule [22], a notorious drawback of GGA functionals
[23–25]. However, SCAN still remains susceptible to self-
interaction errors (SIEs) [26,27], especially in 3d and 4 f
metals, which contain highly localized d and f orbitals,
respectively. Such SIEs manifest in all sorts of erroneous
predictions, including for oxidation enthalpies, ground-state
structures, magnetic properties, and electronic structures [22].
Importantly, previous work has shown that the SIEs can be
corrected using an “optimal” Hubbard U energy correction
[28], resulting in a SCAN+U framework [22] analogous to
the GGA+U theory that has been widely used to model
TMOs [23,29]. Given that the actual U correction for each
3d metal is not known a priori, U either can be determined
theoretically, e.g., using electrostatically embedded Hartree-
Fock calculations (which are expensive) [30,31] or linear
response theory [29,32–34] (which typically overestimates
U due to DFT’s SIE and is unsuitable for closed shell ions
[35]), or can be determined using experimental data, such as
redox thermodynamics [23,36,37] or band gaps [38]. Indeed,
the authors in Ref. [22] obtained U values for use with the
SCAN functional that minimized errors in theoretical versus
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experimental oxidation enthalpies for various binary oxidation
reactions of Mn, Fe, and Ce oxides.

In this work, we build on the framework developed by
Gautam and Carter [22] to evaluate optimal U values across
all 3d transition metals within the SCAN+U framework,
based on experimental oxidation enthalpies. Specifically, we
consider the binary oxidation reactions for Ti, V, Cr, Co, Ni,
and Cu oxides and obtain optimal U values of 2.5, 1.0, 0.0, 3.0,
2.5, and 0.0 eV, respectively. For each 3d oxide, beyond redox
thermodynamics we evaluate their ground-state structural,
magnetic, and electronic properties at various U values within
SCAN+U, and highlight key differences in the DFT-SCAN
and SCAN+U predictions for select systems. Additionally,
for each 3d metal, we check for transferability of the obtained
optimal U value by validating predictions made with SCAN
+ (optimal) U calculations with available experimental data
on oxides not used in obtaining the optimal U. Specifically,
we evaluated properties of (i) Ti3O5 (for Ti), (ii) V3O5, V4O7,
and V6O13 (for V), (iii) CrO and Cr3O4 (for Cr), (iv) SrCoO3

and CoO2 (for Co), (v) LiNiO2 and NiCr2O4 (for Ni), and
(vi) Cu4O3 (for Cu). Finally, we identify possible means to
improve property predictions for 3d-based oxides using either
DFT-SCAN or SCAN+U.

II. METHODS

A. Computational methods

We utilized the Vienna ab initio simulation package
(VASP) [39,40] to perform DFT calculations within the all-
electron, frozen-core, projector-augmented-wave (PAW) for-
malism [41]. The specific PAW potentials used to describe the
interaction of self-consistently optimized valence electrons
with the nuclei and frozen-core electrons are listed in Table S1
of the Supplemental Material (SM) [42]. Since SCAN-derived
PAW potentials are not yet available for several elements, we
used PAW potentials derived at the PBE level in our work. We
used a plane wave basis kinetic energy cutoff of 520 eV and a
dense, �-point-centered, Monkhorst-Pack [43] k-point mesh
(spacing �0.025 Å−1) to sample the Brillouin zone, consis-
tent with Ref. [22]. Additionally, we used Gaussian smearing
[44] to integrate over the Fermi surface, with a smearing width
of 0.05 eV. Both DFT-SCAN and SCAN+U were used to
treat all the oxides (except Sc2O3 and ZnO, for which only
DFT-SCAN was used; see SM), where the U was input to the
rotationally invariant framework of Dudarev et al. [45]. We
relaxed the lattice vectors, volume, and ionic positions of all
the oxides for each U value, with the relaxation terminated
once the total energies and atomic forces converged to < 0.01
meV and < |0.03| eV/Å, respectively.

B. Reaction energies

To determine the optimal U values for each TMO, we
use the oxidation enthalpies of Ti, V, Cr, Co, Ni, and Cu
oxides as our metric, similar to the framework in Ref. [22].
Schematically, the oxidation reaction among the above oxides
can be written as MOx + z−x

2 O2 → MOz. An exception is Ni
oxides, where we considered the oxidation reaction 4NiO +
2Li2O + O2 → 4LiNiO2, due to lack of reliable structural
and thermodynamic data for Ni2O3 and NiO2, which are

the other possible binary Ni oxides. Standard formation en-
thalpies (i.e., at 298 K and 1 atm) for the various oxides
from the Kubaschewski [46], Wagman [47], and Barin tables
[48] are used to calculate the experimental oxidation enthalpy
for the MOx → MOz reaction per mole of O2. The experi-
mental values then are compared with the values calculated
using DFT-SCAN and SCAN+U for each oxidation reaction.
The U values considered range from 0–6 eV, where U = 0
indicates a pure DFT-SCAN calculation. The ideal U value
is determined by minimizing the absolute error between the
theoretical and experimental reaction enthalpy for a given
reaction. Subsequently, the optimal U value for a given 3d
oxide system is obtained by averaging the ideal U values
across possible oxidation reactions within the system. Thus,
for a 3d metal with multiple possible oxidation reactions, the
optimal U can be thought of as an averaged value that can
be used across the various oxidation states of the 3d metal.
Particularly for modeling systems where a given 3d metal
can exhibit multiple oxidation states and/or the oxidation
state is not known a priori, the optimal U represents the
“best compromise” value. Notably, the optimal U may yield
a small (or large) error depending on how different the ideal
U is from the optimal value. As detailed in Ref. [22], we
ignore the pressure-volume (P�V ) and zero-point energy
(ZPE) contributions while comparing theoretical enthalpies to
experimental data.

C. Crystal structures and magnetic configurations

The crystal structures used to determine the optimal U
value for each 3d TMO system are shown in Fig. 1 and
the structures used for transferability checks are displayed in
Fig. S1 of the SM. All initial structures were obtained from
the Inorganic Crystal Structure Database (ICSD) [49] and we
only considered structures that are “ordered,” i.e., structures
where occupancies of all atomic sites equal an integer. The
space group of each structure used is specified in Table I. We
considered ferromagnetic (FM) and antiferromagnetic (AFM)
configurations for all structures, with Fig. 1 illustrating the
ground-state magnetic configurations for each structure for
SCAN + (optimal) U (see below).

All rocksalt (Fm3̄m) oxides (VO, CoO, and NiO) exist
in a type-2 AFM magnetic ground state [50,51], which we
modeled using either a 2 × 2 × 2 (for VO) or a 1 × 2 × 1 (for
CoO and NiO) supercell of the primitive rocksalt structure.
For CuO, the ground-state AFM configuration (below 220 K
[52–54]) was modeled using a 2 × 1 × 2 supercell of the C2/c
structure, in accordance with Ref. [55]. In the primitive spinel
structure of Co3O4 (Fig. 1), the tetrahedral sites are occupied
by high-spin (HS) Co2+ ions (blue/green polyhedra), while
low-spin (LS) Co3+ ions occupy the octahedral sites (brown
polyhedra), with the Co2+ ions exhibiting AFM coupling
[56]. Both Ti2O3 and Cr2O3 are hexagonal, corundum-like
oxides (R3̄cR), exhibiting a ↑↓↓↑ and ↑↓↑↓ AFM coupling,
respectively [57–59]. V2O3 and VO2 exhibit a structural dis-
tortion away from their 298 K form at lower temperatures.
Specifically, V2O3 distorts from a hexagonal (R3̄c) oxide to a
monoclinic form (I2/a; Fig. 1) due to its antiferromagnetism
[60], while VO2 exhibits a similar monoclinic (P21/c; Fig. 1)
distortion away from its room-temperature rutile structure
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FIG. 1. Initial crystal structures considered in the oxidation reactions used to determine optimal U values. Blue, green, and brown polyhedra
correspond to up spin, down spin, and no spin, respectively. Yellow polyhedra in LiNiO2 indicate Li atoms. The magnetic configuration
indicated for each oxide is its ground state at the SCAN + (optimal) U level.

(P42/mnm) due to a metal-insulator transition (MIT) [61,62].
CrO2 and TiO2 exhibit rutile ground states at SCAN + (opti-
mal) U (Fig. 1), while CrO3 and V2O5 are known to crystallize
in orthorhombic structures [63,64].

III. RESULTS

A. Oxidation energetics of transition-metal oxides

Figure 2 plots the oxidation reaction enthalpies (solid lines)
as a function of applied U within SCAN+U for Ti [panel (a)],
V (b), Cr (c), Co (d), Ni (e), and Cu (f). For systems with
multiple possible oxidation reactions [V and Cr; panels (b)
and (c) in Fig. 2], individual reactions are distinguished by
different colors. For example, all quantities corresponding to
the V2O3 → VO2 oxidation in Fig. 2(b) are indicated with
red symbols and lines. Horizontal dashed lines in each panel
correspond to experimental oxidation enthalpies [46–48], with
different colors distinguishing individual reactions. For exam-
ple, the black dashed line in Fig. 2(c) highlights the oxidation
enthalpy for the Cr2O3 → CrO2 reaction. Vertical dotted lines
of a given color reflect the U value (i.e., ideal U) that min-
imizes the error between SCAN+U oxidation enthalpy and
experimental data for a given reaction. Additionally, dotted
blue lines in all panels of Fig. 2 signify optimal U values for
a given 3d metal, which is obtained by averaging the ideal U
across individual oxidation reactions. For example, an optimal
U = 1.0 eV for V is obtained by averaging the three ideal U
values (0.2, 0.5, and 2.2 eV) across the possible oxidation re-
actions. Note that for systems with a single oxidation reaction
considered [Ti, Co, and Ni; panels (a), (d), and (e) in Fig. 2],
the optimal and ideal U values are identical. From here on, we
use UM to denote the optimal U value for the M 3d system.

To obtain optimal U values, we considered the oxidation
of (i) Ti2O3 → TiO2 (+3 → +4) in Ti [Fig. 2(a)], (ii) VO →
V2O3 (+2 → +3), V2O3 → VO2 (+3 → +4), and VO2 →
V2O5 (+4 → +5) in V [Fig. 2(b)], (iii) Cr2O3 → CrO2

(+3 → +4) and CrO2 → CrO3 (+4 → +6) in Cr [Fig. 2(c)],
(iv) CoO → Co3O4 (+2 → +2.67) in Co [Fig. 2(d)], (v)
NiO → LiNiO2 (+2 → +3) in Ni [Fig. 2(e)], and (vi)
Cu2O → CuO (+1 → +2) in Cu [Fig. 2(f)]. Calculated prop-
erties of all oxides in Fig. 2 are tabulated in Table I while
predicted oxidation states and electronic configurations of the
3d metal in each oxide are tabulated in Table III (see following
sections). The choice of oxides used in Fig. 2 for each 3d
system is motivated primarily by their thermodynamic sta-
bility and availability of reliable experimental data, including
ground-state structures and formation enthalpies. For exam-
ple, we do not consider the formation enthalpy of CrO and
Cr3O4 when obtaining an optimal U value for Cr, even though
experimental data are available for both oxides [65], because
of their metastability. On the other hand, we had to consider
the NiO → LiNiO2 oxidation for Ni because no reliable ther-
modynamic and/or structural data exist for Ni2O3 and NiO2,
which constitute the other (possible) binary Ni oxides. Also,
the specific choice of LiNiO2 among several possible ternary
Ni oxides was primarily because of the accurate thermody-
namic description of binary Li oxides by DFT-SCAN [22].

For Ti, Co, and Ni oxides [panels (a), (d), and (e) in Fig. 2],
we find that DFT-SCAN greatly overestimates (i.e., it is too
negative) the oxidation enthalpies by ∼0.8, ∼4, and ∼1.6 eV,
respectively; adding a correction of UTi = 2.5 eV, UCo =
3.0 eV, and UNi = 2.5 eV minimizes the errors between cal-
culated and experimental values. The added U in these oxides
thus makes a non-negligible improvement in the description
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TABLE I. Experimental, DFT-SCAN, and SCAN+U lattice constants (Å), lattice vector angles (deg), band gaps (eV), and magnetic
moments M (μB, on the 3d ion) of all the transition-metal oxides considered in this work. Specific U values used are UTi = 2.5, UV = 1.0,
UCo = 3.0, and UNi = 2.5 eV. SCAN+U properties with applied U of 0.5 and 2.0 eV for Cr and Cu, respectively, are also given. The space
group of the polymorph is given for each composition.

Lattice constants Lattice vector angles
Composition (Å) (deg) Band gap M

(space group) Source a b c α β γ (eV) (μB)

Ti2O3(R3̄cR) Expt. 5.43 5.43 5.43 56.7 56.7 56.7 0.20 [69] ±0.03−0.20 [59,70]
DFT-SCAN 5.45 5.45 5.45 55.8 55.8 55.8 Metallic 0.0
SCAN+UTi 5.58 5.58 5.54 56.3 56.1 55.9 1.11 ±0.86

TiO2(P42/mnm) Expt. 4.59 4.59 2.96 90.0 90.0 90.0 3.00 [71] 0a

DFT-SCAN 4.59 4.59 2.96 90.0 90.0 90.0 1.74 0a

SCAN+UTi 4.62 4.62 2.99 90.0 90.0 90.0 2.06 0a

VO (Fm3̄m) Expt. 5.83 5.83 5.83 60.0 60.0 60.0 N/A N/A
DFT-SCAN 6.31 6.31 5.83 57.2 57.2 60.0 0.41 ±2.43
SCAN+UV 6.30 6.30 5.94 58.0 58.0 60.0 1.18 ±2.55

V2O3(I2/a) Expt. 7.26 5.00 5.55 90.0 96.8 90.0 ∼0.2 [72] 1.20–2.37 [73,74]
DFT-SCAN 7.24 5.01 5.56 90.0 97.1 90.0 Metallic ±1.71
SCAN+UV 7.27 5.10 5.56 90.0 96.5 90.0 0.36 ±1.80

VO2(P21/c) Expt. 5.75 4.54 5.38 90.0 122.6 90.0 0.70 [72] ∼1 [75]
DFT-SCAN 5.67 4.54 5.35 90.0 122.0 90.0 Metallic 1.09
SCAN+UV 5.75 4.54 5.37 90.2 122.4 90.0 Metallic 1.2, 1.1

V2O5 (Pmmn) Expt. 11.54 3.57 4.38 90.0 90.0 90.0 2.50 [76] 0a

DFT-SCAN 11.55 3.55 4.31 90.0 90.0 90.0 1.56 0a

SCAN+UV 11.57 3.56 4.26 90.0 90.0 90.0 1.65 0a

Cr2O3(R3̄cR) Expt. 5.36 5.36 5.36 55.1 55.1 55.1 3.20 [77] ±2.76 [78]
DFT-SCAN 5.36 5.36 5.36 55.0 55.0 55.0 1.18 ±2.73
SCAN+U 5.37 5.37 5.37 55.1 55.1 55.1 2.04 ±2.76

CrO2(P42/mnm) Expt. 4.42 4.42 2.92 90.0 90.0 90.0 Metallic [79] 2.0 [79]
DFT-SCAN 4.41 4.41 2.91 90.0 90.0 90.0 Metallic 2.28
SCAN+U 4.41 4.41 2.92 90.0 90.0 90.0 Metallic 2.32

CrO3 (C2cm) Expt. 4.79 8.56 5.74 90.0 90.0 90.0 3.80 [80] 0a

DFT-SCAN 4.70 8.53 5.70 90.0 90.0 90.0 1.86 0a

SCAN+U 4.72 8.56 5.70 90.0 90.0 90.0 1.92 0a

CoO (Fm3̄m) Expt. 3.01 6.01 3.01 60.0 60.0 60.0 2.40 [81,82] ±3.35−3.80 [28,83]
DFT-SCAN 3.00 6.00 3.00 60.0 60.0 60.0 Metallic ±2.57
SCAN+UCo 3.01 6.01 3.01 60.4 60.1 60.0 1.59 ±2.71

Co3O4
b(Fd 3̄m) Expt. 5.71 5.71 5.71 60.0 60.0 60.0 1.60 [81] ±3.02, 0.0 [56]

DFT-SCAN 5.69 5.69 5.69 60.0 60.0 60.0 Metallic ±2.54, 0.0
SCAN+UCo 5.71 5.71 5.71 60.0 60.0 60.0 2.26 ±2.71, 0.0

NiO (Fm3̄m) Expt. 2.95 5.91 2.95 60.0 60.0 60.0 4.30 [84] ±1.64−1.90 [28,85]
DFT-SCAN 2.94 5.87 2.94 60.0 60.0 60.0 0.25 ±1.57
SCAN+UNi 2.95 5.89 2.95 60.0 60.0 60.0 2.24 ±1.68

LiNiO2 (P1m1) Expt. 5.01 5.01 5.02 80.4 70.6 60.0 N/A ∼1 [86,87]
DFT-SCAN 5.11 4.87 5.06 78.6 67.9 58.4 Metallic 0.86
SCAN+UNi 5.10 4.86 5.07 78.6 67.8 58.4 0.14 0.99

Cu2O(Pn3̄m) Expt. 4.27 4.27 4.27 90.0 90.0 90.0 2.17–2.4 [88,89] 0a

DFT-SCAN 4.23 4.23 4.23 90.0 90.0 90.0 0.35 0a

SCAN+U 4.23 4.23 4.23 90.0 90.0 90.0 0.50 0a

CuO (C2/c) Expt. 9.37 3.42 10.26 90.0 99.5 90.0 1.40 [89] 0.68 [55]
DFT-SCAN 8.73 3.75 10.26 90.0 96.1 90.0 Metallic ±0.59
SCAN+U 9.18 3.47 10.25 90.0 98.8 90.0 1.52 ±0.67

aTi, V, Cr, and Cu are in their +4, +5, +6, and +1 oxidation states in TiO2, V2O5, CrO3, and Cu2O, respectively, resulting in M = 0 μB.
bListed magnetic moments are for Co2+ (nonzero) and low-spin Co3+ (0.0) ions within Co3O4.

of redox thermodynamics. In the case of V oxides [Fig. 2(b)],
the ideal U required to minimize deviations from experimental
oxidation enthalpies decreases with increasing oxidation state
of the oxides involved in the reaction. For example, the ideal
U decreases from 2.2 eV (VO → V2O3) to 0.5 eV (V2O3 →

VO2) and eventually 0.2 eV (VO2 → V2O5), resulting in an
optimal U of ∼1.0 eV. The decreasing ideal U with increas-
ing oxidation state in V is consistent with the lower num-
ber of exchange interactions among fewer d electrons as V
oxidizes.

045401-4



EVALUATING OPTIMAL U FOR 3d TRANSITION- … PHYSICAL REVIEW MATERIALS 4, 045401 (2020)

0 1 2 3 4
U (eV)

-8

-6

-4

-2

0

2

R
ea

ct
io

n 
E

nt
ha

lp
y 

(e
V

 p
er

 O
2)

2.
2 

eV

0.
2 

eV

0.
5 

eV

1.
0 

eV

Experimental
VO/V2O3
V2O3/VO2
VO2/V2O5

0 1 2 3 4 5 6
U (eV)

-2

-1

0

1

2

3

4

R
ea

ct
io

n 
E

nt
ha

lp
y 

(e
V

 p
er

 O
2)

0.
5 

eV

0.
0 

eV

Experimental
Cr2O3/CrO2
CrO2/CrO3

0 1 2 3 4 5 6
U (eV)

-8

-7

-6

-5

-4

-3

-2

-1

0

1

R
ea

ct
io

n 
E

nt
ha

lp
y 

(e
V

 p
er

 O
2)

3.
0 

eV Experimental
CoO/Co3O4

0 1 2 3 4
U (eV)

-9

-8.5

-8

-7.5

-7

-6.5

R
ea

ct
io

n 
E

nt
ha

lp
y 

(e
V

 p
er

 O
2)

Experimental
Ti2O3/TiO22.

5 
eV

0 1 2 3 4 5 6
U (eV)

-4

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

0

R
ea

ct
io

n 
E

nt
ha

lp
y 

(e
V

 p
er

 O
2)

2.
5 

eV Experimental
NiO/LiNiO2

0 1 2 3 4 5 6
U (eV)

-6

-5.5

-5

-4.5

-4

-3.5

-3

-2.5

R
ea

ct
io

n 
E

nt
ha

lp
y 

(e
V

 p
er

 O
2)

0.
0 

eV

Experimental
Cu2O/CuO

(a) (b) (c)

(d) (e) (f)

FIG. 2. Variation of the oxidation reaction enthalpy (solid lines) in (a) Ti, (b) V, (c) Cr, (d) Co, (e) Ni, and (f) Cu oxides with increasing
magnitude of U within the SCAN+U framework. Individual reactions are differentiated by colors for systems with multiple possible oxidations
(e.g., V). Horizontal dashed line of a given color in each panel reflects the experimental oxidation enthalpy [46–48] for the reaction considered,
with vertical dotted line of the same color signifying the U value that minimizes error between SCAN+U predictions and experiments for the
reaction. Blue dotted lines indicate optimal U, obtained by averaging the U values for individual oxidation reactions within a given system.
Dashed yellow lines within the legends of panels (b) and (c) are simply placeholders, signifying that the horizontal dashed lines of a given
color must be compared with solid and dotted (vertical) lines of the same color.

Similar to V, Cr oxides [Fig. 2(c)] also display a decreasing
ideal U with increasing oxidation state, with Cr2O3 → CrO2

and CrO2 → CrO3 requiring values of 0.5 and 0.0 eV, re-
spectively. Surprisingly, exchange interactions in Cr oxides
are better described than in V oxides by DFT-SCAN. For
example, for an oxidation reaction involving the same number
of d electrons (3e− → 2e−), the U correction required for V
(2.2 eV for VO → V2O3) is higher compared to Cr (0.5 eV
for Cr2O3 → CrO2), indicating lower exchange errors in Cr,
despite the fact that one might expect the U correction would
need to be larger for Cr than V due to the higher oxidation
state contracting the d orbitals and therefore leading to larger
exchange interactions. Interestingly, exchange errors in Cr
are also lower than in Mn (UMn = 2.7 eV [22]), highlighting
the anomalously good description of Cr oxides by DFT-
SCAN. Note that previous studies [2,66,67] found negligible
qualitative variations in total energy and band gap trends for
differences of ±0.5 eV in the magnitude of U used. Hence,
given that the ideal U values for the two oxidation reactions of
Cr oxides are 0.5 and 0.0 eV (yielding an average of 0.25 eV),
we conclude that no U correction is required for describing Cr
oxides with DFT-SCAN.

In the case of Cu [Fig. 2(f)], DFT-SCAN yields an oxida-
tion enthalpy for Cu2O → CuO of ∼−3.81 eV per O2, which
overestimates the experimental enthalpy by ∼0.7 eV. How-
ever, adding a U correction monotonically worsens the error
between theoretical and experimental enthalpies, reaching an
error of ∼2.8 eV per O2 at U = 6 eV. Thus, DFT-SCAN is

better than SCAN+U in reproducing the redox behavior of
Cu oxides, but with significant errors. Interestingly, Cu is the
only 3d system that exhibits a decreasing (i.e., more negative)
oxidation enthalpy with increasing U in SCAN+U. Addition-
ally, we found that including more outer-core electrons in
the self-consistent description of Cu (i.e., including 3p states
along with the valence 4s and 3d states self-consistently)
detrimentally increases the deviation in oxidation enthalpy at
both DFT-SCAN and SCAN+U levels of theory, as indicated
in Fig. S2 of the SM. Note that the PAW potentials used in this
work are obtained at the PBE XC level because no libraries
yet exist of SCAN-derived PAW potentials. Using PAW-PBE
potentials therefore is another source of error [68], alongside
the functional itself, in the DFT-SCAN (and SCAN+U) ox-
idation enthalpies of Cu oxides, highlighting the challenges
that remain in modeling Cu oxides with DFT-SCAN. Here-
after, unless specified otherwise, all results for Cu oxides
using DFT-SCAN/SCAN+U were calculated including the
outer-core 3p states self-consistently.

B. Lattice parameters, band gaps, and magnetic moments

DFT-SCAN and SCAN+U lattice constants, band gaps,
and magnetic moments for all TMOs considered in Fig. 1
appear in Table I. The band gaps are obtained from cor-
responding density of states (DOS) calculations, which are
provided for all oxides of Fig. 1 either as part of the following
sections or in the SM (Figs. S3–S7). Particularly, Sec. S6
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includes a detailed analysis on the calculated density of states
for chromium oxides with DFT-SCAN and SCAN+U. The
calculated magnetic moment for a given oxide is averaged
over all 3d ions within the structure that have the same type
of spin (i.e., up/down). While Cr and Cu do not require a
U correction with SCAN, we listed values corresponding to
U = 0.5 and 2 eV for Cr and Cu systems, respectively, in
Table I to highlight the sensitivity of the oxide properties
to the addition of U. For Cr, we chose U = 0.5 eV since
that is the ideal U for the Cr2O3 → CrO2 reaction, while
the CrO2 → CrO3 reaction does not require a U. Since the
addition of U increases the error in redox properties of Cu
oxides, we wanted to use a U that represents a “substantial”
change from DFT-SCAN calculations yet is of physically
“reasonable” magnitude. Specifically, the choice of U for
Cu in SCAN+U should be lower than the U typically used
in GGA+U calculations (∼3.6−4 eV [23,90,91]), since the
SCAN functional should exhibit lower SIE than GGA [16].
Also, the U for Cu should be lower than UNi (= 2.5 eV) in
SCAN+U since Cu’s oxidation states (+1/+2) are lower than
Ni (+2/+3), which reflects a lower degree of contraction of
Cu’s d states versus Ni’s d , and Cu’s d orbitals typically
overlap better with O’s p orbitals than Ni [92], resulting in
better delocalization of Cu’s d states and lower exchange
interactions [93]. Hence, we used U = 2 eV for Cu oxides.

In general, SCAN+U band gaps and magnetic moments
(on the 3d ions) are in better qualitative agreement with
experiments than those from DFT-SCAN across all 3d sys-
tems considered. DFT-SCAN typically underestimates band
gaps compared to experiments, which is unsurprising as this
theoretical framework (DFT) is only meant to capture ground-
state electronic structure and is not supposed to reproduce
the fundamental gap of a material [94]. DFT-SCAN and
SCAN+U both incorrectly predict metallic behavior in VO2,
which usually undergoes a MIT at lower temperatures and is
known to exhibit a band gap in its ground state [61,75]. By
contrast, the addition of U leads to overestimations of band
gaps compared to experiments in Ti2O3 (by ∼0.9 eV), V2O3

(by ∼0.16 eV), Co3O4 (by ∼0.7 eV), and CuO (by ∼0.12 eV)
whereas DFT-SCAN wrongly predicts metallic behavior in
these systems. The overestimation of band gaps by SCAN+U
in these oxides may be due to either a higher-than-required
U (for band gap predictions specifically) and/or errors in in-
terpretation of measurements (e.g., unintended doping during
sample preparation). While band gap overestimation from
DFT-SCAN, which is based on eigenvalue gaps rather than
optical or quasiparticle (photoemission/inverse photoemis-
sion) gaps, is a definite indication of electronic structure
prediction failure, SCAN+U may overestimate band gaps de-
pending on the U value used. The DFT-SCAN eigenvalue gap
always should be smaller than the optical or quasiparticle gap
because of the lack of the derivative discontinuity in the DFT
exchange-correlation potential [26]. Adding an “appropriate”
U correction can enable DFT to accurately reproduce the
fundamental gap since the U correction restores (some of) the
derivative discontinuity missing in pure DFT XCs. However,
DFT+U may predict band gaps higher than experimental
ones, particularly at large values of U.

As with band gap trends, both DFT-SCAN and SCAN+U
underestimate magnetic moments (versus experiments) on the

3d ion in the oxides considered. Exceptions include Ti2O3 and
CuO, where SCAN+U overestimates the moments compared
to experiments, and VO2 and CrO2, where both DFT-SCAN
and SCAN+U overestimate. In the case of lattice parameters,
both DFT-SCAN and SCAN+U values deviate less than 3%
from experiments for all structures except VO and CuO,
highlighting reasonable agreement overall. In the case of VO,
both DFT-SCAN and SCAN+U exhibit ∼8% error versus
experiments while the error with DFT-SCAN is ∼9.6% in
CuO. Notably, a few oxides break their high-symmetry config-
urations during DFT-SCAN/SCAN+U structure relaxations.
For example, VO2, Ti2O3, and CoO slightly deviate from their
monoclinic, hexagonal, and rocksalt symmetries, respectively,
in SCAN+U, while VO breaks its rocksalt symmetry in both
DFT-SCAN and SCAN+U.

C. DFT-SCAN versus SCAN+U in select systems

In this section, we highlight key predictive differences
of DFT-SCAN and SCAN+U for all oxides considered in
Fig. 1, except for Cr oxides, which are discussed in Sec. S6 of
the SM.

1. Polymorph selection in TiO2

TiO2 is known to exist in the rutile (P42/mnm; Fig. 1),
anatase (I41/amd; Fig. S8 of SM), and brookite (Pbca; Fig.
S8) polymorphs in nature, with rutile and anatase significantly
more abundant than brookite [95]. Experimentally, rutile has
been asserted to be the ground state of TiO2 because the
anatase → rutile transition at T > 873 K is irreversible [95].
However, multiple quantum Monte Carlo (QMC) calculations
yielded anatase as the ground state, with rutile stabilized at
higher temperatures by vibrational entropy [96,97], with the
observed irreversibility perhaps simply a kinetic trapping of
rutile upon cooling. Interestingly, the QMC studies differ
in the order of stability of brookite with respect to rutile.
For example, Luo et al. [96] claim that the stability of
TiO2 decreases as anatase > rutile > brookite, in contrast
to anatase > brookite > rutile found by Trail et al. [97].
Polymorph stabilities for TiO2 are highly dependent on which
XC functional is used within DFT, with the local density
approximation (LDA) [15], LDA+U, GGA, and/or GGA+U
yielding contrasting predictions [37,57,98–101].

Our calculations using DFT-SCAN and SCAN+UTi also
exhibit interesting trends, as highlighted in Fig. 3. We plot the
relative energy (in meV/f.u.) of anatase (green triangles) and
brookite (red squares) with respect to rutile, as a function of U
in SCAN+U. DFT-SCAN and SCAN+UTi differ qualitatively
in their predictions of the stable polymorph; namely, DFT-
SCAN and SCAN+UTi respectively predict anatase and rutile
to be the ground state. Thus, DFT-SCAN agrees with QMC
calculations while SCAN+U agrees with current interpreta-
tions of experiments. Additionally, the order of stability with
DFT-SCAN is anatase > brookite > rutile, while SCAN+UTi

predicts rutile > brookite > anatase. Given the wide-ranging
discrepancies across theoretical and experimental studies for
the ground-state structure of TiO2, future QMC calculations
using DFT-SCAN/SCAN+UTi geometries and wave functions
as starting variables could prove definitive.
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FIG. 3. Relative stability of anatase (green triangles) and
brookite (red squares) TiO2, with respect to the rutile polymorph,
plotted as a function of U in SCAN+U. The optimal U value for Ti
(UTi = 2.5 eV) is indicated by the dotted blue line.

2. Electronic structure of V2O3

The calculated DOS in monoclinic (I2/a) V2O3 are shown
in Fig. 4. Specifically, panels (a) and (b) display DOS at
DFT-SCAN and SCAN+UV levels of theory, where UV =
1.0 eV. Importantly, DFT-SCAN incorrectly predicts metal-
lic behavior for V2O3 [Fig. 4(a)], despite the calculations
already accounting for the hexagonal → monoclinic distor-
tion caused by the low-temperature antiferromagnetism of
V2O3 [60,102]. Adding a U correction [Fig. 4(b)] improves
qualitative agreement with the measured band gap (∼0.2 eV
[72]), despite SCAN+UV overestimating the gap (∼0.36 eV).
SCAN+UV also predicts Mott-Hubbard semiconducting be-
havior in V2O3, signified by the predominant presence of V
3d states in both the VBM and the conduction band minimum
(CBM), in agreement with experiments [72]. Thus, adding U
to SCAN is important for improving the theoretical descrip-

tion of the electronic structure of binary V oxides and also
will be relevant for multimetallic oxides containing V.

3. Polymorph selection in CoO

Experimentally, the ground state of CoO is known to be
the rocksalt (RS; Fm3̄m) structure with type-2 AFM (Fig. 1)
at low temperatures [50]. However, CoO can also exist in the
zinc blende (ZB; F 4̄3m) configuration [103], whose magnetic
configuration is not known precisely. Note that the ZB struc-
ture can exhibit three different AFM configurations, types 1,
2 and 3 (see Fig. S9) [104], analogous to RS. Therefore, any
theoretical framework used to model Co oxides should predict
accurately both the ground-state structure and its precise
magnetic configuration. Hence, we calculated the energies of
ZB CoO in all three AFM configurations, alongside the FM
configuration of RS, relative to AFM type-2 RS, and plotted
it as a function of U (in SCAN+U) in Fig. 5(a). Notably,
DFT-SCAN and SCAN+U (U = 1 eV) incorrectly predict the
AFM type-3 ZB configuration [green bars in Fig. 5(a)] as the
ground state of CoO. Importantly, for U = 2–6 eV (including
UCo = 3 eV), SCAN+U correctly predicts the AFM type-2
RS configuration to be the most stable.

Additionally, we evaluated the DOS for AFM type-2 RS
[panels (b) and (c)] and AFM type-3 ZB [panels (d) and
(e)] configurations CoO with DFT-SCAN [panels (b) and (d)]
and SCAN+UCo [panels (c) and (e)], as displayed in Fig. 5.
While DFT-SCAN incorrectly predicts the RS structure to
be metallic, SCAN+UCo is in better qualitative agreement
with experiments (band gap ∼2.4 eV [81,82]) with a pre-
dicted band gap of ∼1.59 eV. Analogous behavior can be
observed with DFT-SCAN (metallic) and SCAN+UCo (band
gap ∼0.57 eV) calculations of the ZB CoO structure. Thus,
the spurious stabilization of the ZB structure as the ground
state of CoO by DFT-SCAN can be attributed to the incorrect
electronic structure description of the RS structure by DFT-
SCAN. Similarly, DOS calculations within spinel Co3O4 (see
Fig. S6 of the SM) signify an incorrect metallic behavior
prediction by DFT-SCAN while SCAN+UCo predicts a band

V
B

M
0.

36
 e

V

(a) (b)

SCAN SCAN+UV

-6 -5 -4 -3 -2 -1 0 1 2 3 4 5

Energy (eV)

− 10

− 5

0

5

10

D
en

si
ty

of
st

at
es

(s
ta

te
s/

eV
)

F
er

m
i

Op

Vd

-6 -5 -4 -3 -2 -1 0 1 2 3 4 5

Energy (eV)

− 8

− 4

0

4

8

D
en

si
ty

of
st

at
es

(s
ta

te
s/

eV
)

Op

Vd

FIG. 4. DOS for V2O3 (space group: I2/a, AFM) calculated using DFT-SCAN [panel (a)] and SCAN+UV [UV = 1.0 eV; panel (b)].
Orange and green curves respectively correspond to O 2p and V 3d states. Dashed black lines are Fermi levels in metallic system(s) while
dotted blue lines are valence and conduction band edges for nonmetallic system(s). The zero on the energy scale is set to either the Fermi
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FIG. 5. Energies of different polymorphic and magnetic configurations of CoO [panel (a)], specifically, the FM configuration of rocksalt
(RS) and AFM configurations (types 1, 2, and 3) of zinc blende (ZB), are plotted with respect to the energy of the type-2 AFM RS configuration.
The relative energies predicted by SCAN+U are plotted as a function of U value (0–6 eV). Panels (b) and (d) show the DOS predicted by
DFT-SCAN while panels (c) and (e) display DOS from SCAN+U, for type-2 AFM RS [panels (b) and (c)] and type-3 AFM ZB [panels (d)
and (e)] CoO. Notations used within the DOS plots are identical to Fig. 4.

gap of ∼2.26 eV, which compares better with experiments
(band gap ∼1.6 eV [81]). The apparent overestimation of
Co3O4’s band gap by SCAN+UCo can be attributed largely
to the measurement, which was obtained from a Li-doped
sample [81]. Thus, the addition of UCo (in SCAN+U) is nec-
essary to obtain the precise ground-state structure, magnetic
configuration, and electronic properties in binary Co oxides.

4. Electronic structure of NiO

In its ground state, RS NiO exhibits an AFM type-2 config-
uration [50], and is known to be a wide-gap, charge-transfer
insulator with a band gap of ∼4.3 eV [84]. Figure 6 plots
the DOS for the RS AFM type-2 configuration of NiO, as
predicted by DFT-SCAN [panel (a)] and SCAN+UNi [panel
(b)], where UNi = 2.5 eV. Both frameworks correctly predict

the existence of a band gap, with SCAN+UNi predicting a
much wider gap (2.24 eV) than SCAN (0.25 eV), in better
agreement with experiment. Moreover, SCAN+UNi better
captures the charge-transfer behavior observed experimen-
tally, indicated by a similar number of Ni 3d and O 2p
states at the VBM and predominantly Ni 3d states at the
CBM [Fig. 6(b)]. By contrast, DFT-SCAN predicts both the
VBM and CBM to be constituted predominantly by Ni 3d
states [Fig. 6(a)]. Thus, the added UNi correction improves the
electronic structure description of binary NiO.

5. Electronic structure of Cu oxides

To explore the effect of applying a U correction to the
copper oxides, Cu2O and CuO, we compare the DOS as
predicted by DFT-SCAN [panels (a) and (b)] and SCAN+U
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FIG. 7. DOS for [panels (a) and (c)] cubic Cu2O and [panels (b) and (d)] AFM, monoclinic CuO, as calculated by DFT-SCAN (top row)
and SCAN+U (bottom row), where U = 2 eV. Orange, green, and red lines indicate states corresponding to O 2p, Cu 3d , and Cu 4s states,
respectively. Notations used within each panel are identical to Fig. 4.

with U = 2 eV [panels (c) and (d)] in Fig. 7. We evaluated
the DOS in the ground-state configurations of cubic, nonmag-
netic Cu2O (space group: Pn3̄m) and AFM, monoclinic CuO
(space group: C2/c). Notably, both Cu2O and CuO are p-type
semiconductors with band gaps of ∼2.17−2.4 eV [88,89] and
1.4 eV [89], respectively. As in CrO3 [Figs. S5(c) and S5(f)],
DFT-SCAN and SCAN+U both correctly predict a band gap
in Cu2O, with SCAN+U giving a slightly better value of
∼0.50 eV compared to ∼0.35 eV produced by SCAN. On
the other hand, DFT-SCAN and SCAN+U yield significantly
different electronic properties of CuO, analogous to CoO
[Figs. 5(b) and 5(c)]. Specifically, DFT-SCAN incorrectly
predicts metallic behavior in CuO, while SCAN+U correctly
produces a band gap, giving a marginally overestimated value
of ∼1.52 eV. Thus, although DFT-SCAN exhibits the lowest
error in the oxidation enthalpy Cu2O → CuO [Fig. 2(f)],
applying a U correction may be necessary to model accurately
the electronic structure of copper oxides.

D. Transferability of optimal U values

To test the transferability of the determined optimal U
values, we implemented a number of checks for each TMO

using structures that were not used in obtaining the optimal
U values (see Fig. S1 for an illustration of all structures
used). The choice of specific oxides used in testing the U’s
transferability was motivated primarily by the availability of
experimental data (i.e., structural, thermodynamic, magnetic,
and/or electronic). We also restricted our efforts, wherever
possible, to binary 3d oxides, instead of ternary (and higher
component) oxides to reduce secondary sources of error aris-
ing from poor description of the other component(s) present
in the oxide. Beyond the results below, Sec. S11 of the
SM contains supplemental data relevant to cobalt oxides,
while transferability checks performed on nickel and cop-
per oxides are included in Secs. S12 [105–107] and S13
[53,108,109].

1. Titanium oxides: T i3O5

Beyond TiO2 and Ti2O3, Ti3O5 (monoclinic, C2/m;
Fig. S1) is the only other binary Ti oxide with reliable ex-
perimental data for its structure [110] and formation enthalpy
[46]. Note that Ti3O5 is a mixed oxide containing a 2:1 ratio
of Ti3+ and Ti4+ ions. We calculated the enthalpy for Ti3O5

oxidizing to TiO2 using both DFT-SCAN and SCAN+UTi
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TABLE II. Oxidation enthalpy of the Ti3O5 → TiO2 reaction,
as calculated by DFT-SCAN and SCAN+UTi (UTi = 2.5 eV), shown
alongside the experimental value.

Reaction Source Reaction enthalpy (eV/O2)

2Ti3O5 + O2 → 6TiO2 Expt. −7.77
DFT-SCAN −8.50
SCAN+UTi −8.08

(UTi = 2.5 eV) and tabulated the values in Table II. Notably,
the addition of UTi reduces the error in the Ti3O5 → TiO2

oxidation enthalpy, compared to experiment, from ∼0.73
eV/O2 with DFT-SCAN to ∼0.31 eV/O2 with SCAN+UTi.
Although SCAN+UTi does not eliminate completely the er-
ror in oxidation enthalpy prediction, the significant reduc-
tion in the magnitude of the error highlights the impor-
tance of modeling all Ti oxides at the SCAN+UTi level of
theory.

2. Vanadium oxides: V3O5, V4O7, and V6O13

For V, we checked the transferability of UV (1.0 eV), by
considering the oxidation reactions of a few other binary V ox-
ides, which were not used in Fig. 2(b). Specifically, we consid-
ered the oxidation reactions of V2O3 → V3O5 (black circles
and lines in Fig. 8), V2O3 → V4O7 (red), and VO2 → V6O13

(purple) at different values of U with SCAN+U. The choice
of V3O5, V4O7, and V6O13 was motivated primarily by the
availability of reliable structures (Fig. S1) [49], the presence
of mixed V oxidation states, and experimental thermodynamic
data [47] (horizontal dashed lines in Fig. 8). We find that
the ideal U (vertical dotted lines in Fig. 8) for these three
oxidation reactions lies within a ±0.5 eV range from UV =
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1.0 eV. For example, V2O3 → V3O5, V2O3 → V4O7, and
VO2 → V6O13 require ideal U values of 1.3, 1.0, and 0.6 eV,
respectively, to minimize deviations from experimental data.
Similar to Fig. 2(b), the ideal U values decrease monotoni-
cally as the oxidation states of V involved in the oxidation
reaction increase, reflecting the lower number of available d
electrons (and hence lower SIE). Thus, UV = 1.0 eV presents
a reliable correction that can be used across various oxidation
states of V.

3. Chromium oxides: CrO and Cr3O4

Figure 9 plots the predicted reaction enthalpies for the
oxidation reactions CrO → CrO3 (green line and left vertical
axis) and Cr3O4 → Cr2O3 (red line and right vertical axis)
as a function of the U used in SCAN+U calculations. The
horizontal dashed lines (green and red) correspond to the
experimental reaction enthalpies [47,65], while the vertical
dotted lines (green and red) mark the ideal U values for each
reaction (CrO → CrO3 and Cr3O4 → Cr2O3). We did not use
CrO and Cr3O4 for obtaining our optimal U value [Fig. 2(c)]
because both oxides are metastable [65].

While CrO is known to crystallize as RS, its precise
magnetic configuration is unknown. Hence, we considered the
three common types of AFM configurations in RS (types 1–3
[104]) along with the FM configuration; we found the AFM
type-2 configuration (schematic in Fig. 1) to be the lowest-
energy state for both DFT-SCAN and SCAN+U. For spinel-
Cr3O4 [111], we only considered the FM configuration as
several different AFM configurations are possible within the
spinel conventional cell; enumerating and calculating energies
for all such configurations is beyond the scope of this work.
The spinel-Cr3O4 structure is similar to spinel-Co3O4 shown
in Fig. 1, with Cr2+ and Cr3+ ions occupying the tetrahedral
and octahedral sites, respectively. Note that the oxidation
reaction CrO → CrO3 represents the change across the +2
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FIG. 10. Relative energies of AFM O1-CoO2 and FM O3-CoO2 with respect to the energy of FM O1-CoO2 [panel (a)]. DOS of FM
O1-CoO2 predicted by DFT-SCAN (b) and SCAN+UCo (c), where UCo = 3.0 eV. The inset figures in panel (a) show the rhombohedral,
layered O3-CoO2 (space group: R3̄mH ) and the hexagonal, layered O1-CoO2 (space group: P3̄m1) structures. Notations used in panels (b) and
(c) are identical to Fig. 4.

to +6 oxidation states of Cr. Thus, the ideal U value found
for this reaction (∼0.2 eV; dotted green line in Fig. 9) can be
interpreted as the average across ideal U values for all possible
oxidation states of Cr. As the ideal U value for CrO → CrO3

is within the ±0.5 eV range of tolerance [2,66,67] from U =
0 eV, we confirm that no U correction is needed for Cr oxides
when using SCAN for XC. Similarly, the predicted oxidation
enthalpies for the Cr3O4 → Cr2O3 indicate that a U correction
is not required with SCAN for Cr oxides (dotted red line in
Fig. 9).

4. Cobalt oxides: SrCoO3 and CoO2

To validate the transferability of UCo, we examined the
cubic oxide perovskite, SrCoO3, and the metastable binary
layered oxide, CoO2. We chose SrCoO3 because it is one of
the few compounds that has Co4+ in its intermediate spin (IS)
configuration, corresponding to three unpaired d electrons, in-
stead of the typical low spin (LS) configuration (one unpaired
d electron). Experimentally, the magnitude of the magnetic
moment on Co4+ in SrCoO3 has been reported to be ∼2.5
μB [112]. In both DFT-SCAN and SCAN+UCo calculations,
we attempted initializing the Co4+ with different spin states,
high spin (HS; five unpaired electrons), IS, and LS; the results
are tabulated in Table S2 of the SM. Compared to DFT-
SCAN, SCAN+UCo better predicts the magnetic moment on
the Co4+ ions in SrCoO3, giving ∼2.91 μB/Co4+ as opposed
to ∼2.05 μB/Co4+ predicted by DFT-SCAN (Table S2). No-
tably, ∼2.91 μB better represents three unpaired electrons on
Co4+ compared to ∼2.05 μB, although the absolute error with
respect to experiment is quite similar for both DFT-SCAN and
SCAN+UCo. Also, applying the UCo correction yields lattice
parameters that agree better with experimental values (also

listed in Table S2), while both DFT-SCAN and SCAN+UCo

correctly predict metallic behavior [112] (DOS plotted in Fig.
S10). Thus, SCAN+UCo does model SrCoO3 qualitatively
better than DFT-SCAN.

Unlike the stable oxides CoO and Co3O4, CoO2 is
metastable with a hexagonal, layered [113] [O1 [114]; inset
of Fig. 10(a)] structure. CoO2 typically forms via de-lithiation
of O3-LiCoO2 [114], with the O1 structure known to be a
Pauli paramagnetic metal experimentally, containing LS Co4+
ions (∼0.15 μB/Co4+) [115]. Figure 10(a) plots the energies
of AFM O1-CoO2 (orange bars) and FM O3-CoO2 (blue
bars), referenced to the energy of the FM O1-CoO2 state,
with the corresponding structures depicted in the insets of
Fig. 10(a). Note that O3-CoO2 is isostructural to O3-LiCoO2,
with the only difference being the absence of Li ions. For
AFM O1-CoO2, we considered an AFM coupling between
adjacent Co4+ layers while all Co ions within a given layer
are FM-coupled. Interestingly, DFT-SCAN correctly yields
O1-CoO2 as the ground state and correctly finds essentially
no preference between FM and AFM (differing only by
∼0.05 meV/f.u.), consistent with disordered magnetism char-
acteristic of paramagnets. On the other hand, SCAN+UCo

(UCo = 3.0 eV) incorrectly predicts the O3-CoO2 to be the
stable polymorph by ∼10 meV/f.u. Thus, DFT-SCAN ap-
pears to reproduce experimental magnetic and geometric
structure marginally better than SCAN+UCo.

The DOS for FM O1-CoO2, i.e., the experimental ground
state, as predicted by DFT-SCAN and SCAN+UCo (UCo =
3.0 eV), are plotted in Figs. 10(b) and 10(c), respectively (the
DOS for AFM O1-CoO2 are plotted in Fig. S6). Importantly,
DFT-SCAN correctly predicts metallic behavior in O1-CoO2,
while SCAN+UCo predicts a large band gap (1.48 eV). Thus,
the discrepancy between experiment and the SCAN+UCo
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ground-state prediction is due to the incorrect electronic
structure description. For O1-CoO2, we also find that DFT-
SCAN is better at reproducing the interlayer spacing, while
SCAN+UCo further overshoots the experimental value (see
Table S3 of the SM), highlighting again that DFT-SCAN
models CoO2 better than SCAN+UCo. One source of error
in the predicted lattice parameters (and consequently, the
electronic properties) is the lack of van der Waals dispersion
corrections included in either DFT-SCAN or SCAN+UCo.
Although DFT-SCAN appears to capture short and inter-
mediate range dispersion corrections [16], the explicit addi-
tion of long-range dispersion interactions improves property
predictions in layered compounds [21,116,117]. Hence, we
plan to explore in future work the effects of adding van
der Waals interactions with DFT-SCAN/SCAN+UCo in lay-
ered Co oxides. Finally, given the contrasting performance
of SCAN+UCo in predicting the properties of SrCoO3 and
CoO2, utilizing a UCo correction with SCAN has to be
done with care for Co-based oxides. Specifically, a priori
knowledge of whether a given material/structure is metallic
or not will enable determination of whether the SCAN+UCo

framework predicts the correct electronic structure and
whether SCAN+UCo can be trusted for any further property
predictions.

IV. DISCUSSION

In this work, we obtained optimal U values within the
SCAN+U framework for six 3d TMO systems, including Ti,
V, Cr, Co, Ni, and Cu, using experimental oxidation enthalpies
as the metric to match. We found that optimal U corrections
of 2.5, 1.0, 3.0, and 2.5 eV are required to describe reliably
the redox thermodynamics, ground-state structure, electronic
behavior, and magnetic properties of Ti, V, Co, and Ni oxides,
respectively. In the case of Cr, DFT-SCAN is more accurate
across all considered properties of binary Cr oxides whereas
for Cu, DFT-SCAN (SCAN+U) is better for redox thermody-
namics (electronic behavior). Along with our previous work
[22], we now have a library of optimal U corrections that can
be used with SCAN across the 3d row (plus Ce), as summa-
rized in Table III. Note that the U correction required with
SCAN is consistently lower than typically used with GGA
and/or LDA XC for the 3d systems considered here [23]. For
example, UNi in GGA+U obtained using oxidation enthalpies
for Ni oxides is ∼6.4 eV [23], ∼4 eV higher than the optimal
U reported here. SCAN thus incurs a lower SIE across all
3d systems compared to GGA and LDA functionals, further
motivating the use of SCAN(+U) for such systems. Addition-
ally, we evaluated the transferability of the optimal U values
by benchmarking properties calculated with DFT-SCAN and
SCAN+U for oxide systems not used in obtaining the optimal
U. Specifically, we found robust transferability of all optimal
U values except for UCo, which predicts the wrong ground-
state electronic and geometric structures for metastable CoO2.
Finally, we identified a few remaining challenges in accurately
modeling 3d oxides using DFT-based techniques.

Along with the optimal U, Table III lists the specific oxides,
the oxidation states, and the d electronic configuration on
the 3d ion for each oxide used in obtaining the optimal
U. Interestingly, the ideal U correction required to oxidize

TABLE III. Optimal U values for 3d transition metals and Ce
within the SCAN+U framework. Also listed are the oxidation states
and the electronic spin configuration on the metal ion within each
oxide used in obtaining an optimal U value.

Oxidation state(s) Optimal U
Element used in fit 3d/4f configuration(s) value (eV)

Sc +3 (Sc2O3) 0.0a

Ti +3(Ti2O3) ↑ 2.5+4 (TiO2)
V +2 (VO) ↑ ↑ ↑

+3 (V2O3) ↑ ↑ 1.0+4 (VO2) ↑
+5 (V2O5)

Cr +3 (Cr2O3) ↑ ↑ ↑
+4 (CrO2) ↑ ↑ 0.0
+6 (CrO3)

Mn +2 (MnO) ↑ ↑ ↑ ↑ ↑
+3 (Mn2O3) ↑ ↑ ↑ ↑ 2.7 [22]
+4 (MnO2) ↑ ↑ ↑

Feb +2 (FeO) ↑↓ ↑ ↑ ↑ ↑
3.1 [22]+3 (Fe2O3) ↑ ↑ ↑ ↑ ↑

Co +2 (CoO) ↑↓ ↑↓ ↑ ↑ ↑ 3.0+2.66 (Co3O4)c ↑↓ ↑↓ ↑↓
Ni +2 (NiO) ↑↓ ↑↓ ↑↓ ↑ ↑ 2.5+3 (LiNiO2) ↑↓ ↑↓ ↑↓ ↑
Cu +1 (Cu2O) ↑↓ ↑↓ ↑↓ ↑↓ ↑↓ 0.0+2 (CuO) ↑↓ ↑↓ ↑↓ ↑↓ ↑
Zn +2 (ZnO) ↑↓ ↑↓ ↑↓ ↑↓ ↑↓ 0.0a

Ce +4 (CeO2)
2.0 [22]+3 (Ce2O3) ↑

aNo redox activity typical in the solid state.
bSpin configuration of Fe not shown in Fe3O4.
cSpin configuration indicated is Co3+ within Co3O4.

the “first” d electron (in the least oxidized, stable TMO) is
similar (i.e., between 2.2–3.1 eV) across the entire 3d series
(with the notable exception of Cr). For example, the ideal U
values going from d1 → d0, d3 → d2, d5 → d4, d6 → d5,
d7 → d6, and d8 → d7 in Ti (2.5 eV), V (2.2 eV), Mn (2.9
eV [22]), Fe (2.9 eV [22]), Co (3.0 eV), and Ni (2.5 eV),
respectively, all lie in the 2.2–3.1 eV range; see Fig. 2. By
contrast, the ideal U values (based on oxidation enthalpies) for
similar reactions modeled with DFT-GGA span a ∼3 eV range
(i.e., from 3–6 eV [23]). Thus, SCAN incurs consistently
similar (qualitatively and quantitatively) SIEs across the 3d
series compared to other XC functionals. The quantitative
level of SIE within SCAN is also similar for f orbitals, as
indicated by a U requirement of 2.0 eV [22] for Ce ( f 1 →
f 0). The ideal U value drops as reactions involving higher
oxidation states are considered (e.g., V4+ → V5+, Mn3+ →
Mn4+, etc.), consistent with the lower number of available
(and unpaired) d electrons and consequently lower SIE. Note
that the highest U correction (with SCAN+U) is needed for
Fe (3.1 eV), consistent with the highest number of unpaired d
electrons exhibited by Fe3+ (and hence highest possible SIE).
In contrast, U values typically used with GGA (and LDA)
[23,33,36] are usually nonmonotonic, with several studies
reporting higher U values for Ni systems compared to Fe
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[23,33]. This is further verification that SCAN is a more
accurate XC functional than GGA or LDA.

Cr oxides with SCAN(+U) present a significant anomaly
since there is no U correction required for reliable thermo-
dynamic, structural, electronic, and magnetic behavior pre-
dictions. Intuitively, Cr would require an optimal U similar
to V, since Cr oxides exhibit similar numbers of unpaired d
electrons compared to V. For example, both Cr2O3 and VO
have three unpaired d electrons while CrO2 and V2O3 each
have two unpaired d electrons. However, the highest ideal U
derived from oxidation reactions with Cr (Cr2O3 → CrO2) is
0.5 eV [Fig. 2(c)], significantly lower than the highest ideal
U for VO → V2O3 [∼2.2 eV; Fig. 2(b)]. This anomalous
behavior of Cr can be attributed to two specific properties:
(i) the metastability of CrO and (ii) the metallic behavior of
CrO2. For 3d systems ranging from V to Ni, CrO is the only
MO (M = 3d) oxide that is metastable. Importantly, Cr should
exhibit the highest number of unpaired d electrons (four) in
CrO, which might have required a substantial U correction, if
CrO had been thermodynamically stable. Instead, DFT-SCAN
may benefit from subtle error cancellation due to the inherent
metastability of CrO since any experimental measurement on
CrO is bound to be error prone; thus errors made by theory
fortuitously may compensate errors in experiments. Similarly,
CrO2 is the only MO2 system (M = Ti, V, Cr, Mn) which is
thermodynamically stable and remains metallic at low tem-
peratures [79]. By construction, DFT-SCAN is better suited
to describe metallic solids than SCAN+U, since there is no
requirement to impose partial electron localization (by adding
U) on Cr’s d orbitals. Hence, DFT-SCAN might benefit from
the uniqueness of binary Cr oxides, which eventually makes a
U correction unnecessary.

Significant challenges still remain in first-principles sim-
ulation of 3d (and 3d-based) oxides. For example, the lack
of PAW potentials optimized at the DFT-SCAN level may
contribute to significant and unsystematic errors. Specifically,
we find that self-consistently optimizing more outer-core elec-
trons with the PAW-PBE potential in Cu significantly worsens
the oxidation enthalpy prediction of Cu2O → CuO (Fig. S2),
which may be attributed to the inconsistent use of PAW-
PBE projectors with a SCAN XC functional. Cu oxides also
represent a unique scenario wherein DFT-SCAN yields the
best accuracy for redox thermodynamics whereas SCAN+U
describes the electronic structure more accurately. Notably,
we find an error in formation enthalpy of ∼0.6 eV/O2 for
ZnO from its pure constituents (Zn and O2) with DFT-SCAN,
similar to the value observed for Cu2O (from Cu and O2),
where both ZnO and Cu2O have filled d shells (Table S4). On
the other hand, the formation enthalpy of Sc2O3 (from Sc and
O2), which has an empty d shell, has an error of <0.1 eV/O2

with DFT-SCAN (Table S4). Thus, for oxides with a filled d
(or f ) shell, the use of PAW-PBE potentials with a SCAN XC
functional may be problematic. Recently, Bartók and Yates
developed the regularized SCAN (rSCAN) functional [118],
which removes the numerical instabilities within SCAN and
possibly enables building a PAW potential at the DFT-SCAN
level. However, more studies are required to ascertain the
suitability of the rSCAN (or similar extensions of SCAN)
for different systems and to eventually construct SCAN-PAW
potentials for all elements.

In the case of Co oxides, the use of UCo with SCAN should
be done only if SCAN+UCo predicts electronic properties in
agreement with either experiments or more accurate quantum
mechanics calculations. This is illustrated by the example of
metastable CoO2, where SCAN+UCo’s electronic property
prediction can be significantly different from experimental
observation. Furthermore, a source of error, particularly in
layered compounds (e.g., CoO2), is the lack of van der Waals
corrections with either DFT-SCAN or SCAN+U. More ex-
ploration is required on how the addition of van der Waals
corrections affects property prediction by both theoretical
frameworks [117].

V. CONCLUSIONS

Useful for a wide range of applications based on their redox
activity, 3d transition-metal oxides are an important class of
materials whose properties must be predicted accurately by
any theoretical framework that will be used for materials
design and discovery, such as DFT. Notably, the recently
developed SCAN XC functional represents an important step
forward in improving the overall accuracy of simulations
using DFT approximations. However, DFT-SCAN is not im-
mune to SIE [22], particularly when describing the highly
correlated d or f electrons, which can be corrected partially
by adding an appropriately determined Hubbard U correction.
Extending our previous work developing optimal U values
(within SCAN+U) for Fe, Mn, and Ce oxides [22], here
we evaluated the optimal U for Ti (2.5 eV), V (1.0 eV), Cr
(0.0 eV), Co (3.0 eV), Ni (2.5 eV), and Cu (0.0 eV), using
experimental oxidation enthalpies as benchmarks. We found
that the added U correction makes significant improvements
in predicting redox thermodynamics, ground-state structure,
electronic behavior, and magnetic properties in Ti, V, Co,
and Ni oxides. For Cr and Cu oxides, we found DFT-SCAN
to be more accurate than SCAN+U for oxidation enthalpy
predictions. Further, the transferability of our optimal U val-
ues was tested by validating SCAN(+U) predictions against
experimental data for oxides that were not used in obtaining
the optimal U. Finally, we identified further work needed to
improve the accuracy of DFT-based frameworks in modeling
3d oxides.
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