PHYSICAL REVIEW MATERIALS 4, 024601 (2020)

Composition analysis and transition energies of ultrathin Sn-rich GeSn quantum wells
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While GeSn alloys with high Sn content constitute direct group-IV semiconductors, their growth on Si remains
challenging. The deposition of a few monolayers of pure Sn on Ge and their overgrowth with Ge using molecular
beam epitaxy can be a means of obtaining Sn-rich quantum wells with very high Sn content while maintaining
high crystal quality. Here, we provide structural and compositional information on such structures with very
high accuracy. Based on our characterization results we theoretically predict transition energies and compare

them with experimental results from photoluminescence measurements. Our results constitute the groundwork
for tuning the molecular beam epitaxy based growth of Sn-rich quantum wells and dots for applications in

electronic and optoelectronic devices.
DOI: 10.1103/PhysRevMaterials.4.024601

I. INTRODUCTION

Alloying Ge with Sn is a path towards obtaining direct
group-IV semiconductors and thus has become the subject
of intense experimental efforts [1—4]. This is not only moti-
vated by the aim of using a direct group-IV semiconductor
material as the key towards better integration of optoelectronic
functionality on chip but also by the potentially higher charge
carrier mobilities that could be beneficial for the use of GeSn
alloys in metal-oxide-semiconductor field-effect transistor
(MOSFET) fabrication [5]. The alloy compositions required
for obtaining the crossover of Ge;_,Sn, from an indirect to
a direct band gap material are predicted to vary between y =
0.073 for the relaxed alloy [6] and y ~ 0.17 [7] or y ~ 0.19
[6] for pseudomorphic Ge;_,Sn, on Ge (001). However, the
growth of bulk Ge;_,Sn, alloys is highly challenging because
of the low equilibrium solubility of Sn in Ge (~1%) [8]
and the large lattice mismatch of 14.7% of the constituent
elements. As a consequence, the growth of partially relaxed
high-quality bulk Ge;_,Sn, alloys with high Sn content often
requires the use of Ge buffer layers with thicknesses > 1 um
on Si wafers.
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The fabrication of low-dimensional structures such as Sn-
rich quantum wells or quantum islands could be a route
towards the realization of Ge;_,Sn, structures with a Sn
content high enough to obtain a direct band gap material
while at the same time mitigating the influence of the lat-
tice constant mismatch on layer quality [9,10]. Additionally,
carrier confinement in these low-dimensional structures can
be utilized to improve optoelectronic device properties [11].
Finally, ultrathin films of Sn on Ge (111) have also been
proposed as topological insulators [12]. All of these potential
applications require a better understanding of the growth of
ultrathin Sn films as well as intermixing effects with substrate
and cap layers.

Ge_,Sn, quantum well structures with a width of several
nanometers and y < 0.125 have been fabricated using both
molecular beam epitaxy (MBE) [13—15] and chemical vapor
deposition (CVD) methods [16]. A different route towards
the growth of Sn-rich quantum well structures consisting
of the deposition of a few monolayers (MLs) of pure Sn
on Ge and overgrowth with Ge has been explored using
MBE [17-21]. In early studies, the main objective using this
approach was to fabricate superlattices containing, e.g., 20
periods consisting of 1 ML of Sn followed by either 11,
15, or 21 MLs of Ge [18]. Experimental investigations of
optical properties of these structures showed no indication
of carrier confinement, and the results were consistent with
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theoretical predictions of an effective band structure using
the virtual crystal approximation [20]. Subsequent growth
experiments were based on the deposition of 2 MLs of Sn
and their overgrowth with 5 and 10 nm of Ge [21] with
the aim of creating Sn-rich quantum well (QW) and multi-
ple quantum well (MQW) structures rather than superlattice
structures. The Sn thickness was kept close to the critical
layer thickness for the onset of 3D island growth, deter-
mined to be 2.25 MLs at a substrate temperature of 100 °C.
In all of these growth experiments, Sn segregation across
Sn/Ge heterointerfaces can be expected to cause unintended
alloying and thus, heavily influence shape and composition of
the low-dimensional, Sn-rich nanostructures [18,22].

Here, we investigate the deposition of pure Sn on Ge and
overgrowth with Ge in detail. We determine the position-
dependent Sn concentration in our Sn-rich MQW structures
with subnanometer precision using atom probe tomography
(APT) to obtain information on Sn segregation and diffu-
sion in our Sn-rich wells [23,24]. Based on this structural
information we theoretically predict transition energies in our
structures and compare these predictions to low-temperature
photoluminescence (PL) measurements on samples with a few
Sn-rich wells. Our study thus constitutes an important step
towards the realization of ultrathin Sn-rich layers with high
layer quality and well-defined interfaces.

II. EXPERIMENT

For all samples, MBE was used for material deposition
on Si (100) wafers of 100 mm diameter using an electron
beam evaporator for Si and Knudsen cells for Ge and Sn with
pyrolytic BN crucibles and with a base pressure below 10~!°
mbar. Substrates were heated with a graphite resistor and the
source fluxes were controlled with a feedback loop. The Si and
Ge sources were calibrated to obtain fluxes of 1 A/ s, while a
lower growth rate of <0.1 A/s was used for Sn deposition.
The Sn flux was calibrated using thin epitaxial Ge;_,Sn,
films and determining the Sn concentration by Rutherford
backscattering spectroscopy (RBS). Prior to film deposition,
all substrates were heated inside the MBE chamber to 900 °C
for 5 min in order to remove the native SiO, surface layer
by thermal desorption. First, a 50-nm Si buffer layer was
deposited at 500 °C to cover surface contaminants and to
provide a smooth surface. This was followed by the deposition
of a Ge buffer layer grown at 1 A/s and 330°C in two
steps: After the growth of the first 50 nm of epitaxial Ge,
an annealing step was carried out at 850 °C to reduce the
threading dislocation density and form a virtual substrate. A
second layer of Ge with a thickness of 150 nm was deposited
to provide a smooth surface for the subsequent growth of
high-quality layers.
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FIG. 1. (a) Schematic cross section of the samples. (b) Scanning
electron microscope image of semiconductor nanopillars that were
fabricated from the samples.

Three sample series were investigated; an overview of
the relevant parameters is given in Fig. 1(a) and Table I
For the first series containing two samples, N = 10 layer
stacks were grown at a substrate temperature of 100 °C by
repeatedly depositing 2 MLs of Sn and covering the material
with Ge spacer layers also deposited at a growth temperature
of 100°C. The spacer layer thicknesses dpacer Were set to
5 and 10 nm for the two samples. The Sn layer thickness
was fixed at 2 MLs. This thickness is slightly below the
critical Sn layer thickness of 2.25 MLs for the onset of 3D
growth, which had previously been determined by atomic
force microscopy (AFM) measurements on a series of sam-
ples onto which Sn layers of different thicknesses had been
deposited [21]. First experimental results on the structural
characterization of the samples of the first sample series,
including transmission electron microscopy (TEM) analysis,
were reported in Ref. [21]. Here, we used these samples to
determine composition profiles and Sn segregation based on
APT measurements. In the second sample series, the Sn layer
thickness remained unchanged within experimental accuracy;
the Ge spacer layer thickness was fixed at 10 nm but the
number N of Sn-rich layers was reduced to 1, 3, and 5 layers.

The third sample series is identical to the second sample
series except for the thickness d,,, of the topmost layer,
which was increased to 200 nm to facilitate patterning of
the sample. These samples were structured into nanocolumns,
with a diameter of 400 nm each and a lattice pitch of 1000 nm,
using photolithography and reactive ion etching [Fig. 1(b)].
The columns were subsequently covered with 20 nm of Al,O3
using atomic layer deposition (ALD). Low-temperature PL
measurements were performed, and the results were compared
to theoretical predictions based on the position-dependent Sn
content obtained from APT.

For sample characterization, transmission electron mi-
croscopy (TEM) using a JEM 2200 (JEOL Inc.) equipped with
an energy-dispersive x-ray (EDX) detector was used to obtain
information on the Sn-rich wells of sample series 2. Further-
more, APT using a LEAP 4000X HR from Cameca was used

TABLE I. Sample series and parameter variations (where N is the number of Sn-rich layers within the sample).

Sample 1.1 Sample 1.2 Sample 2.1 Sample 2.2 Sample 2.3 Sample 3.1 Sample 3.2 Sample 3.3
dpacer(NM) 5 10 10 10 10 10 10
dyop(nm) 5 10 10 10 200 200 200
N 10 10 1 5 1 3 5
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FIG. 2. (a) Position-dependent Sn and Ge content in the direction
normal to the sample surface as obtained from APT for sample 1.1
and (b) sample 1.2. Peaks are numbered from 1 (first Sn-rich well in
order of growth) to 9 (last Sn-rich well to be grown and closest to the
sample surface). The origin on the distance axis is arbitrarily chosen
to lie below the first Sn-rich well. The asymmetry of the Sn peak
profiles is a consequence of Sn segregation during growth. We note
that the data appear more noisy than in (a) as a result of the lower
minimum Sn content. (¢) Three-dimensional reconstructed image of
the APT data for sample 1.2. The positions of 100% of detected Ge
atoms are shown as light blue dots and 100% of detected Sn atoms
are shown as violet spheres.

to extract the position-dependent Sn content of sample series
1. During APT, the samples were kept at a base temperature
of 20 K and field evaporation was induced by picosecond
laser pulses at a wavelength of 355 nm with a pulse energy
of 5-10 pJ. The tips for APT were prepared in a FEI Nova
Nanolab 600i using a previously published procedure [25]
and a 5-kV cleaning step to minimize the damage induced
in the sample. For additional structural characterization, x-
ray diffraction (XRD) measurements were carried out with a
SmartLab diffractometer from Rigaku using Cu K« radiation
in order to obtain information on lattice constants and strain.
Lastly, uPL measurements were carried out using a custom-
designed Horiba setup featuring a 50x optical microscope
(numerical aperture NA = 0.65) and a laser with a 532-nm
excitation wavelength, a high-resolution spectrometer opti-
mized for NIR measurements (Horiba iHR320), and a single
channel PbS detector (2.8-um cutoff wavelength detection
range) connected to a lock-in amplifier. All spectra were col-
lected at normal incidence in backscattering geometry using
a 50x objective (NA = 0.65). A white-body lamp was used
to determine the optical response of the setup used for the
calibration. The low-temperature PL. measurements were used
to extract information on transition energies.
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FIG. 3. Integrated Sn content per quantum well as extracted from
the APT measurement data from two different tips per sample. The
integrated amount of Sn per well can be seen to decrease with
the number of wells as further indication of Sn segregation during
sample growth.

III. RESULTS AND DISCUSSION

APT was performed on the samples of series 1, containing
10 layers of Sn-rich wells, in order to investigate how the
variation in spacer layer thickness affects the Sn distribution
within the sample and to obtain information on the position-
dependent Sn content as input for the theoretical prediction of
transition energies. Qualitatively, it can be seen that Sn seg-
regation during growth results in a Sn profile that is smeared
out along the growth direction for the two samples 1.1 and
1.2 (Fig. 2): For sample 1.1 with a Ge spacer thickness of
5 nm, the minimum Sn content between wells remains at
~1%, indicating that Sn segregation during growth leads to
a poor separation between wells.

A more detailed analysis confirms this assumption: The
integrated amount of Sn that is present in each well shows
a gradual decline as the number of quantum wells increases
(Fig. 3). While this is true for both sample 1.1 and sample 1.2,
the decrease is more pronounced for sample 1.1, indicating
a gradual accumulation of Sn on the sample surface. In the
samples of the subsequent sample series, the thickness of the
Ge spacer layer separating adjacent wells was, therefore, set
to 10 nm.

In order to obtain more quantitative information, we per-
formed a detailed analysis on the APT result for sample 1.2.
The position-dependent Sn concentration is well represented
by an exponentially modified Gaussian, i.e., the convolution
of a Gaussian peak with an exponential function [26]. This
functional form describes a diffusion-broadened profile with
an exponential leading edge as a result of Sn segregation in
the direction of growth during layer deposition. The following
fit function is used for the peaks:
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FIG. 4. Fit parameters for nine of the ten peaks corresponding to
Sn-rich quantum wells obtained from two different APT measure-
ments performed on sample 1.2.

Here, A is the amplitude, x. the position, and w the width of
the deconvoluted Gaussian peak; #; is the 1/e decay length.
The parameter #, corresponds to the segregation length of
Sn in Ge. Sample peak fits are shown in the Supplemental
Material [27].

Fits were performed for nine of the ten peaks corre-
sponding to Sn-rich wells, whereas the parameters for the
topmost well could not be extracted with sufficient accuracy.

Sample 1.2

Sample 2.1
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The resulting fit parameters are shown in Fig. 4. While the
parameters extracted for peaks 2-9 are remarkably similar, the
Sn content extracted from peak 1 is significantly higher. We
attribute this effect to sample heating as a result of the opening
of the shutter of the Sn effusion cell, which causes the Sn wells
numbered 2—10 to be grown at an effectively higher substrate
temperature. From fits to peaks 2-9 we extract a Sn segrega-
tion length of 1.04 £ 0.14 nm. Furthermore, we find that even
at growth temperatures as low as 100 °C, a small amount of Ge
and Sn interdiffusion at the layer-substrate interface results in
a finite width of the deconvoluted Gaussian peak. This can
be expected to have consequences, e.g., for the deposition of
pure Sn layers on Ge (111) with the aim of observing quantum
spin Hall states. Finally, there is a downwards trend in the
amplitude of the Sn peak with increasing peak number, which
mirrors the trend observed in the number of Sn monolayers in
each well; see Fig. 3.

APT can be used to obtain information on position-
dependent composition with very high accuracy. However,
the method is time consuming. XRD analysis is a faster and
nondestructive method for structural analysis, which yields
complementary information. Here, we compare the informa-
tion we infer from XRD analysis with data obtained from
APT. Since the previous analysis showed that, with an inter-
well spacing of only 5 nm, individual wells cannot be reliably
separated, we restrict ourselves to samples 1.2, 2.1, 2.2, and
2.3 with an interwell spacing of 10 nm. Reciprocal space
maps (RSMs) of those samples confirm that all samples show
pseudomorphic growth on Ge (Fig. 5).

Since the amount of Sn deposited for each well is low and,
therefore, highly sensitive to growth variations, we verified the
reproducibility of growth for our sample series by comparing
samples 1.2 and 2.3 as follows: The average MQW periodicity
d was obtained from w-26 scans and the unstrained lattice
constant ay of the MQW structures was extracted from the
RSM, approximating the elastic constants by their values for
pure Ge [28]. The average Sn content per MQW period of
d ~ 10nm was obtained from a linear interpolation of the

Sample 2.2 Sample 2.3
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FIG. 5. RSM around the (-2 -2 4) Bragg reflection for all unstructured samples with a Ge spacer thickness of 10 nm.
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TABLE II. Periodicity of the MQW structure and average Sn
content per well extracted from XRD measurements.

Average Sn Calculated
content per amount of Sn
ap(nm) d (nm) MQW period deposited (ML)
Sample 1.2 0.5678 10.16 0.0243 1.75
Sample 2.3  0.5678 10.11 0.0242 1.73

lattice constants of Ge (0.565 79 nm) and Sn (0.6493 nm) and
used to calculate the thickness of the deposited Sn layer in
monolayers (Table II).

In both cases, the calculated amount of Sn deposited for
each QW is close to but below the intended 2 MLs. The
remaining difference can be a result of Sn segregation. The
difference between the two samples is less than 2%.

TEM images of samples 2.1, 2.2, and 2.3 confirm the
existence of Sn-rich wells in the samples of series 2 (Fig. 6).
While the EDX scan results show asymmetric Sn profiles (see
Supplemental Material [27]), the positional accuracy remains
below that of APT and is not used to directly extract the QW
profiles.

The position-dependent material composition obtained
from APT measurements (Fig. 2) is the starting point for
band structure calculations in order to predict transition en-
ergies in our structures and compare with PL. measurements.
While XRD data show (Fig. 5) that all samples were grown
pseudomorphically on Ge, it has been shown previously that
strain can be altered postgrowth by structuring the mate-
rial [29-31] and/or employing silicon nitride stressor layers
[32]. In particular, partial or complete material relaxation
was achieved in III-V MQW structures by structuring the
samples into micropillars [29,30]. Here, we therefore discuss
theoretical results for the position-dependent band profiles
as well as energy levels of Sn-rich wells, assuming both
strained (corresponding to pseudomorphic growth on Ge) and
relaxed Sn-rich wells. All calculations were performed using
the NEXTNANO simulation software [33]. In order to enable
comparison with PL measurements on samples with one,
three, or five Sn-rich quantum wells (see Table I), the compo-
sitional profile for the semiconductor layers was represented
by peak 1 from the APT analysis [Fig. 2(b)] for one Sn-rich
quantum well, peaks 1-3 for three Sn-rich quantum wells,
and by peaks 1-5 for five Sn-rich quantum wells. All model
parameters, except for the band gaps, were approximated by
linear interpolations of the model parameters for Ge and Sn.
Quadratic interpolation was used to calculate the band gap

C)

energies,
Eq ¢ (Gei_ySny)=(1—y)E; (Ge)+YEg ( (Sn)—bJ5"y(1-y).

Here, b%5" are the bowing parameters and { = I, L refers
to the different conduction band valleys. The temperature
dependence of the band gap energies is taken into account
using Varshni’s relation [34],

T2

0
Eg,;(T) = Eg,{ —a;m.

An overview of the material parameters used in calcula-
tions is given in Table S2 in the Supplemental Material [27].
While the material parameters for Ge that can be found in
the literature are rather well known, the choice of material
parameters used for «-Sn, in particular the band offsets and
temperature-dependent band gaps, requires a more detailed
justification.

A thorough discussion of the direct band gap of Ge;_,Sn,
and experimentally determined bowing parameters can be
found, e.g., in Ref. [6] and will not be repeated here. We
simply note that the value of the direct band gap of «-Sn
used in our calculations was determined experimentally from
interband magnetoreflection measurements and found to be
independent of temperature for temperatures between 1.5 and
85 K [35]. We therefore set the Varshni parameters for the
direct band gap of «-Sn to zero. Following Ref. [36] we
chose the bowing parameter of the band gap at the I" point
as bg%sn = 2.42 eV for our calculations.

Experimental values for the indirect band gap E; of «-Sn
vary. Lavine and Ewald [37] extracted E,; = 0.092eV from
transport data obtained at 7 = 4.2 K and found a temperature
dependence E, 1 (T) = E;L —yT, with y =0.04 meV/K,
for measurements between 7 = 100K and 7 = 170K. An
analysis by Broerman [38] carried out on the measured re-
flectivity at the plasma edge of «-Sn obtained by Wagner and
Ewald [39] yielded EgL =0.110eVand y = 0.4meV/K. A
magnetotransport and magneto-optical study of o-Sn grown
on CdTe substrates by MBE found Eg; (300K) = 0.007 eV
[40], which was corrected to 0.006 eV after taking strain
into account [6], with y = 0.36 meV /K. Here, we chose
to set EgL =0.093¢eV, oy = 0.29meV/K, and 8, = 0K in
order to linearly interpolate between the experimental values
E,; (4.2K) =10.092¢eV and E, ; (300K) = 0.006eV. Com-
pared to experimental results, theoretical predictions for E 2 L

seem to overestimate its value, with Eg . = 0.140 eV obtained

from nonlocal pseudopotential calculations [41] and Eg L =
0.175 eV obtained from local-density approximation [42].

FIG. 6. Cross-sectional high-angle annular dark-field (HAADF) images of samples (a) 2.1, (b) 2.2, and (c) 2.3.
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FIG. 7. Calculations of the position-dependent potential profiles, energy levels, and near-gap subband states at 7 = 80 K and with a valence
band offset (VBO) of 0.69 eV for 1, 3, and 5 Sn-rich quantum wells assuming pseudomorphic growth on Ge (i.e., including strain) (a)—(c) and
full relaxation (i.e., without strain) (d)—(f). The positions of the lowest energy levels are shown as dashed lines.

The compositional dependence of the indirect band gap
E, . of the alloy Ge;_,Sn, has been studied experimentally
by low-temperature (7 = 10 K) PL measurements on MBE-
grown Ge;_,Sn, quantum well structures [7,43] and by room-
temperature PL measurements on bulk Ge;_,Sn, samples
grown by CVD [6]. Tonkikh et al. [7] report a value bGeS" =
0.80 eV for the bowing parameter; subsequent PL experlments
on MBE-grown Ge;_,Sn, quantum well structures by the
same group yielded béeSn = 1.47eV [43]. Here, we use the

more recent value bg"‘sn = 1.03 eV obtained in Ref. [6], which
lies between the previously obtained values, and note that this
choice is consistent with E; ; (300K) = 0.006eV. A detailed
comparison of the experimentally obtained values for »S5n
with predictions from theory can be found in Ref. [6].

Band offsets are often approximated according to Jaros’s
theory [44] in calculations of heterostructure properties in-
volving Ge;_,Sn, alloys [45,46]. Jaros’s theory, which can
be used to calculate the unstrained average valence band
offsets between elemental semiconductors, predicts an offset
AE, jaros = 0.69eV between Ge and «-Sn, with the higher
energy on the «-Sn side. Here, the averaging involves the
heavy, light, and split-off hole bands. The average band offset
at a Ge;_,Sn, /Ge interface is obtained by interpolation, i.e.,
AE, jaros (Gej_ySn,/Ge) = 0.69y eV. A later study by Li
et al. [47] that explicitly takes the effect of lattice mismatch
between the elemental semiconductors into account reports
a higher average valence band offset of AE,; = 1.02¢eV.
In the absence of a detailed experimental investigation, it
is a priori not clear which value should be assumed in the
calculation and, therefore, this parameter will be varied.

For AE, jaros = 0.69 €V, our theoretical calculation repro-
duces a type-I quantum well structure both for pseudomor-
phic, i.e., strained, [Figs. 7(a)-7(c)] and for fully relaxed
[Figs. 7(d)-7(f)] Ge;—_,Sn, layers. For all cases, the indirect
transition is lowest in energy. Furthermore, the low effective
masses of the electrons (see Sec. 3 of the Supplemental
Material [27]) in conjunction with the very low thickness
of the Sn-rich well lead to poor electron confinement and
an electron wave function that is delocalized over all wells
in the samples with three and five Sn-rich wells (Fig. 7).
Concerning the holes, we find that only the first Sn-rich well
in the growth direction has a compositional profile that leads
to a hole wave function fully localized within the well. This
leads to a reduced overlap of electron and hole wave func-
tions as the number of Sn-rich wells is increased: The inner
product between the electron and heavy hole wave functions
corresponding to the lowest energy levels gets reduced from
0.8 to 0.27 as the number of wells is increased from 1 to 3, for
example.

PL spectra thus can be expected to show contributions from
band-to-band recombination accompanied by spontaneous
emission of phonons, which provide the missing momentum
for the indirect transition, as well as recombination processes,
in which the momentum difference is supplied by elastic
scattering channels. As such, the peak energies extracted from
measurements can be expected to be lower than the calculated
transition energies. To estimate this difference we assume
a phonon energy TOge_ge = 36 meV of bulk Ge [48] and
attribute an additional ~ 5 meV to the indirect exciton binding
energy [7].
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TABLE III. Calculated transition energies at 80 K for 1 Sn-rich
well assuming different values for the valence band offset.

Transition energy

AE, =0.69eV AE, =1.02eV AE, =1.35eV

1 Sn-rich well 0.671 eV 0.653 eV 0.627 eV
(strained,
pseudomorphic)

1 Sn-rich 0.670 eV 0.657 eV 0.636 eV

well (relaxed)

In our samples, transition energies are potentially sensitive
to variations in well thickness and material composition:
locally, the material composition can deviate from the results
obtained in APT analysis, leading to a reduction in transition
energies observed in experiment. We have endeavored to
quantify the influence of composition fluctuations on the sim-
ulation results as follows: We carried out calculations for the
altogether four quantum well profiles resulting from fits to the
first peaks of the APT data obtained for samples 1.1 and 1.2
(see Fig. 3). The fit results as well as the calculated transition
energies can be found in the Supplemental Material [27]. The
difference between the largest and smallest transition energy
is 13 meV.

Remaining uncertainties in material parameters such as
effective masses could also affect the accuracy of our cal-
culations. However, when calculating transition energies for
different assumed values of the effective masses reported
in Table S2 [27], the resulting changes are small. While
myy has the overall largest influence on calculated transition
energies, changing, e.g., the material parameter m; 1 (Ge) from
1.610 my to 1.568 my, while keeping all other parameters
fixed, for example, leads to a change in transition energy of
only 1 meV. Indeed, the effective charge carrier masses in
combination with the low well thickness lead to energy levels
within the conduction and valence band wells, which are close
to the band edges of the surrounding Ge. This results in a
weak influence of changes in the position-dependent potential
profiles on the energies of the electron and hole levels. Perhaps
the most striking demonstration of this fact is the observa-
tion that the introduction of strain, which strongly changes
the conduction band potential well shape, leads to only a
small shift in the calculated indirect transition energies: The
calculated transition energies for strained (pseudomorphic)
and fully relaxed Sn-rich wells differ by less than 10 meV
(Table III).

We find that the parameter with the largest impact on the
magnitude of the calculated transition energies is the valence
band offset between Ge and Sn. In Table I1I, we present calcu-
lation results for transition energies assuming AE, = 0.69¢eV,
AE, =1.02eV, and AE, = 1.35eV. For higher values of
AE, the quantum well profile changes from a type-I to a
type-1II configuration in the unstrained material (Fig. 8).

Finally, Varshni’s formula predicts a decrease in transition
energy with increasing lattice temperature (Table IV).

In order to obtain experimental information on transition
energies and compare the results to theoretical predictions,
uPL measurements were performed on the samples of series
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FIG. 8. Calculated well profiles for sample 3.1 at 7 = 80K
and for three different choices of the VBO AE, = 0.69, 1.02, and
1.35 eV (the arrows indicate an increase in VBO assumed in
calculation).

2 and series 3. The signal intensity obtained from the samples
of series 2 in the uPL measurement setup was too weak to
allow for peak extraction. While we included PL data for
series 2 obtained from a different measurement setup in the
Supplemental Material [27], we restrict the following results
and discussion to data obtained from series 3. An increase
in PL signal intensity in structured nanocolumn samples
compared to the unstructured samples has been observed
previously [49] and was attributed to an increase in absorption
of the incident light due to the antireflective properties of
the patterned surface as well as an increase in the effective
penetration depth of the incident laser light.

The power-dependent and temperature-dependent spectra
of samples 3.1, 3.2, and 3.3 are shown in Fig. 9. It is
immediately apparent that the PL intensity is reduced as
the number of Sn-rich GeSn QWs increases. One possible
reason for this is poor electron confinement in the conduction
band wells as obtained from theoretical calculations (Fig. 7),
which leads to a decrease in wave function overlap. Another
possible explanation could be an increase in point defects as
the number of wells is increased, which can lead to a decrease
in radiative recombination efficiency.

In the following, we restrict our experimental analysis
to the samples with only one Sn-rich QW, i.e., sample 3.1.
In order to extract information on peak energies and areas,
Gaussian peak fits were performed on the data.

We expect a power-law dependence of the integrated in-
tensity / on the excitation power P, i.e., I « P* (Fig. 10).
Here, with o = 1.79, we observe a superlinear dependence
of the integrated PL intensity on excitation power at low
excitation powers, indicating that nonradiative recombination
channels in the form of trap states are present in the samples.

TABLE IV. Calculated transition energies for sample 3.1 at vari-
ous lattice temperatures. A VBO of 1.35 eV was chosen.

80K 90 K 110K 140K 180K 230K

0.636eV 0.633eV 0.628eV 0.6202eV 0.608eV 0.591 eV
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FIG. 9. (a) Temperature-dependent «PL spectra of samples 3.1
(one Sn-rich QW) to 3.3 (five Sn-rich QWs) at a constant excitation
power density of 5.28 MW /cm?. (b) Selected power-dependent uPL
spectra of samples 3.1 (one Sn-rich QW) to 3.3 (five Sn-rich QWs)
at a constant lattice temperature of 80 K.

In our sample, remaining threading dislocations that were not
eliminated during the formation of the Ge virtual substrate on
Si and point defects as a result of the sample growth process
can be expected as the origin of the trap states. Those saturate
with increasing excitation power, leading to a dependence of
I on P that is still superlinear but with a lower value o = 1.33
for the exponent.

When comparing the power-dependent spectra, the depen-
dence of peak position on the excitation power can be seen to
be weak [Fig. 11(a)]. This is indicative of a type-I quantum
well structure.

Prior to comparing the theoretically predicted transition
energies with results extracted from PL measurements, we
will briefly discuss the role of strain in this comparison. Based
on previous investigations involving III-V MQW nanopillar
samples with nanopillar diameters up to 900 nm we can
expect at least partial relaxation of the Sn-rich quantum
wells in the circumference of the nanocolumns in our struc-
tured samples [29,31]. This strain relaxation is often detected
via shifts in PL peak positions [29]. In our case, however,
theoretical calculations predict less than 10 meV difference
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FIG. 10. Integrated intensity as a function of excitation power
for sample 3.1 (one Sn-rich well) at a constant lattice temperature of
80 K.

in peak positions for fully relaxed samples compared to
pseudomorphically strained ones (Table III). As a result, we
cannot expect to extract information on the strain state of the
nanocolumns from PL measurements. On the other hand, this
enables us to compare experimentally determined PL peak
positions to theoretical predictions for transition energies even
without fully knowing the position-dependent strain in our
nanocolumns.

Theoretical calculations showed that the band offset is the
parameter with the largest influence on transition energies.
Using AE, = 0.69¢V obtained from Jaros’s theory leads to
a calculated transition energy of 0.670 eV for sample 3.1. If
we assign the peaks observed in PL measurements to transi-
tions involving heavy holes and electrons in the L valley of
the conduction band, i.e., indirect transitions, our theoretical
predictions exceed the measurement result of 0.539 eV by
~100 meV when phonon and exciton energies are taken into
account. Increasing AE, to 1.35 eV reduces this difference
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FIG. 11. (a) Dependence of peak position on excitation power at
a constant lattice temperature of 80 K for sample 3.1 (one Sn-rich
well). (b) Dependence of peak position on temperature at a constant
excitation power density of 5.28 MW /cm? for sample 3.1.
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to ~50meV . We thus find that a considerably larger valence
band offset than the one obtained from Jaros’s theory has to be
assumed in our calculations in order to reduce the discrepancy
between experimentally obtained and simulated transition en-
ergies to the point where the remaining disagreement is ~10%
of the experimental value. This also supports our assumption
that the PL signal originates from indirect transitions since
the direct transition energies are predicted to be considerably
larger (Fig. 7). Finally, the comparatively low intensity of the
PL signal also points towards indirect transitions as the origin
of light emission.

We attribute the remaining difference of 50 meV in ex-
perimentally measured and theoretically predicted transition
energies mainly to parameter uncertainties as well as uncer-
tainties in the quantum well profile. We cannot rule out local
fluctuations in thickness of the Sn-rich wells, which can result
in changes in the band profile and reduced transition energies.
Another contributing factor could be local heating induced
by the incident laser, which can lead to uncertainties in the
temperature-dependent band gap energies. Most importantly,
since the influence of all material parameters on transition
energies is small compared to the influence of the valence
band offset, our results suggest that an accurate experimental
determination of the valence band offset should be attempted
in order to improve the predictive power of Ge/GeSn het-
erostructure calculations.

Finally, while Varshni’s formula predicts a decrease in tran-
sition energy with increasing lattice temperature (Table IV),
we observe a slight increase (4 meV as the lattice temperature
is increased from 80 to 230 K) in transition energy in exper-
iment [Fig. 11(b)]: Charge carriers can occupy higher energy
levels as the lattice temperature is increased, leading to a net
blueshift in energy levels.

IV. CONCLUSION

The MBE-based deposition of 2 MLs of Sn and their
overgrowth with Ge at low substrate temperatures of 100 °C
leads to well-defined quantum wells with a peak Sn content of
~15%. APT measurements reveal that the Sn peaks are asym-
metric in the growth direction as a result of Sn segregation
during layer deposition, while Sn diffusion leads to additional
broadening of the Sn distribution profile.

For our structures, we were able to determine the seg-
regation length fop = 1.04 £0.14nm of pure Sn deposited
on Ge and overgrown with Ge with very high accuracy.
One possible strategy to mitigate Sn segregation and Sn
diffusion consists of depositing a few monolayers of Si.

Guo et al. have previously utilized ultrathin Si layers for
metal-oxide-semiconductor field-effect transistor (MOSFET)
channel passivation with reduced Sn segregation [50]. Here,
a few monolayers of Si could also be used to reduce Sn
segregation when deposited directly on top of the Sn layers
prior to Ge overgrowth. Investigating the effect of Si on the
suppression of Sn segregation and diffusion is also important
when considering the growth of a few monolayers of Sn as
topological insulators.

Theoretical predictions of transition energies indicate that
radiative recombination is dominated by indirect transitions:
While the peak amount of Sn in the wells is high, the small
width of the well and the low electron masses along the
confinement direction lead to a large separation of the energy
levels in the I' and the L bands so that indirect transitions
remain favorable. When comparing our theoretical predictions
to PL measurement results our band structure calculations
overestimate the transition energies by 50 meV, provided that
the valence band offset is chosen appropriately. We find that
the valence band offset is the parameter with the largest
influence on the values of the simulated transition energies.
In order to improve agreement between experiment and sim-
ulation to within 10% of each other we had to increase the
valence band offset significantly from the value predicted by
Jaros [44], which is often used in simulations of Ge/GeSn
heterostructures. Our results thus prompt us to call for a more
detailed experimental investigation of the valence band offset
between Ge and GeSn.

The effective masses of electrons in GeSn alloys with high
Sn content in the I' and L valleys impose limits on the well
width when the binary alloy is used in (multiple-) quantum
well structures designed to exhibit direct band gap optical
transitions. In our growth strategy, the amount of Sn deposited
cannot be increased without incurring 3D island growth. The
growth of superlattices, in which a few monolayers of Sn,
Ge, (and Si) are deposited in succession, could be a means
for growing quantum wells with high Sn content and, most
importantly, well-defined heterointerfaces. Alternatively, the
growth of Sn islands could be specifically targeted and their
overgrowth with Ge could be explored in order to obtain an
island height that is large enough for the direct transition to
dominate.
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