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Chalcopyrite CuGaSe2 has been widely studied as a promising light-harvesting material for solar cells, but
new stable phases and compounds with other stoichiometries of the Cu-Ga-Se ternary systems could have
more desirable properties and their optoelectronic properties could be engineered by controlling the degree of
disorder. Employing an ab initio evolutionary variable-composition search and Monte Carlo simulations based
on the special quasirandom structures, we identified several stable phases of Cu2Se, Ga2Se3, and their alloys
CuGaSe2, CuGa3Se5, CuGa5Se8, and Cu4Ga2Se5 at ambient and high pressures. Computed electronic band
structures of these alloys indicate that they are semiconductors with direct band gaps ranging from 0.77 eV of
Cu4Ga2Se5 to 2.11 eV of CuGa3Se5. Our results disclose anomalous changes in band gap induced by varying
chemical composition and applying high pressure, due to the variation in p-d coupling between Se and Cu
atoms. Furthermore, the band gap of CuGaSe2 can vary continuously from 1.64 eV for the ordered chalcopyrite
structure to 0.23 eV for the fully disordered structure; thus optical absorption spectra in these alloys could be
tuned by controlling the synthesis temperature and annealing time, which determine the degree of ordering.
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I. INTRODUCTION

As one of the most promising thin-film photovoltaic (PV)
materials, CuGaSe2, with the energy conversion efficiency
as high as about 20%, has stimulated tremendous research
interests [1]. Many methods including doping, vacancy defect,
strain engineering, alloying, etc. [2–6], have been proposed to
further improve the efficiency. However, such investigations
were largely carried out on the basis of the conventional
stoichiometry of 1:1 for Cu and Ga, and the crystal symmetry
was mostly confined to the chalcopyrite structure. In theory,
Cu, Ga and Se could combine in many different ways to form
various compounds and structures, though only CuGa3Se5

and CuGa5Se8 were reported in experiments so far [7–10],
and the quality of measured data was not sufficient to fully
solve the crystal structures space group, lattice constants, and
atomic positions, which are necessary for band-structure engi-
neering. Furthermore, the structural stability, phase transition,
as well as their associated underlying mechanism are still
unclear. An open question is whether or not new stable phases
or compounds could exist with other chemical compositions,
for example, in the copper-rich range. In addition, novel
phases and compounds could be synthesized by applying high
pressures.

Reliable computational simulations of phase transi-
tions often complement experimental efforts, and they are
especially valuable when precise measurements are difficult
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or not available. For example, several novel phases of the B-C,
C-O, Ca-C, Na-Cl, Sn-Se, and W-B systems [11–19] were first
predicted theoretically and then discovered experimentally.
We aim to fully establish the structures and stoichiometries of
copper gallium diselenide, which are expected to provide bet-
ter optoelectronic performances than chalcopyrite CuGaSe2

[20] due to better band-gap mismatch. In CuGaSe2 the Ga-Se
bonds are usually accompanied with the cation-site vacancies
[21] influencing their structure stability, phase transition, and
optical absorption, which will be investigated as well.

Ordering in a semiconductor alloy could drastically alter
its electronic band structure [22–25]; for example, the band
gap of Cs2AgBiBr6 can vary from 0.44 eV with a random
cation sublattice to 1.93 eV when the sublattice is fully
ordered [25]. Experimentally, disorder might be introduced
into the ordered crystal structure at the increased synthesis
temperature. Computationally, handling disorder and predict-
ing structural transformation at finite temperature remain very
challenging due to the need of a large number of samplings
for the disordered systems and the prohibitively expensive
calculations of entropy for systems with many atoms in a unit
cell [26].

To study configurational disorder in alloys at finite temper-
atures, we adopt the Monte Carlo simulations with energies
evaluated using a cluster expansion effective Hamiltonian
[27,28]. This approach was developed to model the order-
disorder phenomena when the underlying structure is known.
Herein, we will investigate whether one can tune the band
gap in CuGaSe2 closer to the optimum value of 1.1–1.5 eV
for a single-junction solar cell by rearranging its atomic
configuration.
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In this work, we focus on the fully ordered, partially disor-
dered, and fully disordered alloys of CuGaSe2 using an evo-
lutionary variable-composition search and the Monte Carlo
simulations together with the special quasirandom structures
(SQS), in order to depict the convex hulls at different pres-
sures for finding novel useful materials desirable optoelec-
tronic properties. Our study provides basic understanding on
how Cu, Ga, and Se atoms are combined to form stable ma-
terials and on the nature of the chemical reactions responsible
for phase transitions induced by pressure, reveals how the
alloy energy as well as structure ordering parameters vary
quantitatively with respect to temperature, and analyzes the
feasibility of band structure engineering through controlling
the synthesis temperature and/or annealing time. Thus our
results will help stimulate experimental efforts on in-depth
investigations of these phenomena to discover new CuGaSe2

structures useful for PV applications.

II. COMPUTATIONAL METHODS

Stable phases in the alloy system were predicted using
a first-principles variable-composition evolutionary algorithm
as implemented in the USPEX code [29–31]. For each promis-
ing composition, the fixed-composition searches were carried
out, in combination with structural relaxations and total en-
ergy calculations using the density functional theory (DFT
[32,33]) within the generalized gradient approximation pa-
rameterized by the Perdew, Burke and Ernzerhof (PBE) [34].
The projector augmented wave method [35,36] implemented
in the VASP package [37–39] was employed. We used the
plane-wave energy cutoff of 450 eV, and �-centered k meshes
of 2π × 0.05 Å−1 resolution for Brillouin zone sampling,
ensuring excellent convergence of total energies. During the
compositional search, the first and the remaining generations
had 200 and 80 structures, respectively, which were produced
randomly with up to 32 atoms in a unit cell for the variable-
composition search and 42 atoms for the fixed-composition
search. The succeeding generations were obtained by apply-
ing heredity (35%), soft mutation (15%), and transmutation
(15%) operators, respectively. The rest of each generation was
created randomly from space groups.

Electronic band structures were calculated using the Heyd-
Scuseria-Ernzerhof (HSE) hybrid functional [40] for the equi-
librium lattice constants determined by the PBE functional.
We found that the HSE functional with the original mixing pa-
rameter a = 0.25 significantly underestimated the band gaps
of Cu2Se, Ga2Se3, and CuGaSe2 at ambient pressure, as seen
in Table S1 in the Supplemental Material (hereafter SM) [41],
compared with experimental data [42–46] and the PBE and
TB-mBJ results. To ensure good accuracy, we increased the
mixing parameter a in HSE to be 0.35 and achieved excellent
agreement. Thus we adopted a = 0.35 for the HSE band
structure calculations throughout this work.

The fully disordered solid solution of CuGaSe2 was mim-
icked by the SQS in the chalcopyrite supercell of 64 and 128
atoms [47], respectively. These configurations were generated
by the mcsqs utility in the Alloy Theoretic Automated Toolkit
(ATAT) [48]. The SQS of 64 and 128 atoms with perfect
matchings of atomic correlation functions, were relaxed using
the 2 × 2 × 2 and 2 × 2 × 1 k-point sampling, respectively.

The partially disordered structures were created using the ap-
proach similar to that in generating SQS by finding a supercell
structure with its relevant atomic correlation functions closest
to the target partially disordered atomic correlation functions.

The order-disorder transition was simulated using the clus-
ter expansion approach as implemented in the emc2 utility
of the ATAT code [48]. The cluster expansion coefficients
were fitted to total energies calculated using the PBEsol
functional. The equilibrium structures of the solid solution
at high temperatures were determined by the Monte Carlo
simulations using a supercell of 201 840 atoms.

III. STRUCTURAL AND ELECTRONIC PROPERTIES

A. Binary compounds

The cubic Fm3̄m [49] and monoclinic C2/c [50] Cu2Se
were proposed as the high-temperature and low-temperature
phases, respectively. Other phases such as monoclinic C2/c,
Cm and C2/m, orthogonal Pmn21, tetragonal P43212, and
orthorhombic Pca21 [50–53], were also identified for Cu2Se
at different conditions. In contrast, Ga2Se3 mainly exists in a
monoclinic Cc or an orthorhombic Imm2 phase [54,55] based
on a defected zinc blende structure. Crystal structures and
phonon spectra of these structures for Cu2Se and Ga2Se3 are
summarized in Fig. S1 in the SM, with structure parameters
listed in Table S2 in the SM. Negative phonon frequencies in
Cm Cu2Se for the Fm3̄m, F 4̄3m, Cm, and Pmn21 structures
reveal that these phases can not usually remain dynamically
stable at ambient pressure.

We performed the structural search for Cu2Se and Ga2Se3.
As pressure increases, Cu2Se and Ga2Se3 share similar sym-
metries with different space groups. Structures with the suc-
cessive lowest enthalpies are monoclinic (P21/c, C2/m) and
triclinic (P1̄) phases for Cu2Se, and monoclinic (Pm, Cc)
and triclinic (P1̄) phases for Ga2Se3. These structures are
plotted in Fig. 1, and their structural parameters are listed in
Table S3 in the SM. Phonon spectra of these predicted phases,
as shown in Fig. S2 in the SM, display no imaginary modes in
the whole Brillouin zone, suggesting that these structures are
stable.

The successive phase transitions under high pressures for
Cu2Se and Ga2Se3 are summarized in Fig. S3 in the SM.
P21c-Cu2Se undergoes a first-order phase transition to the
C2/m phase at ∼10 GPa and then a second-order transition
to the P1̄ phase at ∼42 GPa, while Ga2Se3 undergoes a series
of first-order phase transitions from Pm to Cc at ∼0.25 GPa
and then to P1̄ at ∼9 GPa.

At ambient pressure, the ground state of Cu2Se is predicted
to possess the P21/c symmetry with a Se-terminated van der
Waals (vdW) layered structure, as illustrated in Fig. 1(a). It
is energetically preferable to previously reported phases, e.g.,
the P21/c phase is lower in energy than the widely proposed
C2/c phase by 13.7 meV/atom. Each Cu atom bonds with
three Se atoms, while each Se with six Cu, forming the
sp2 hybridization. The elastic constant c11 = 12 GPa is much
smaller than c22 of 109 GPa and c33 of 112 GPa, as reported
in Table S4 in the SM, owing to the weak vdW interactions
between adjacent layers. Since a material with low stiff-
ness usually exhibits large piezoelectric response along the
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FIG. 1. Crystal structures of Cu2Se and Ga2Se3 at specified
pressures. Cu2Se: (a) P21/c at 1 atm, (b) C2/m at 30 GPa, and (c) P1̄
at 60 GPa. Ga2Se3: (d) Pm at 1 atm, (e) Cc at 0.1 GPa, and (f) P1̄ at
60 GPa. The purple, gray, and green spheres represent Cu, Ga, and
Se atoms, respectively.

corresponding direction [56,57], P21/c-Cu2Se is expected to
have strong piezoelectricity along the 〈100〉 direction.

According to the Wyckoff notation, the Cu sites in the
C2/m-Cu2Se are classified into Cu (4i) and Cu (4 f ). One
Cu (4 f ) and four Se (4i) atoms form covalent bonds copla-
narly, with nearly identical bond lengths and angles of ∼90◦.
Each Cu (4i) atom bonds with five Se (4i) atoms, where
four covalent bonds are coplanar and the fifth bond is nearly
perpendicular to the plane. When pressure is above ∼42 GPa,
the stable structure is predicted to be triclinic P1̄, rather than
orthorhombic Pca21 [53], with an enthalpy difference as large
as 200 meV/atom at 42 GPa. In the triclinic P1̄ phase, the
coordination numbers remain unchanged for Cu and Se atoms
relative to the C2/m phase, whereas the bonding lengths and
angles differ drastically due to the reduced Cu-Cu distance
under high pressure. For example, the angle between the out-
of-plane and in-plane bonds can be greatly reduced to 68.82◦
at 60 GPa, in consistency with the change of space group from
monoclinic C2/m to triclinic P1̄.

We also find a new ground-state phase for Ga2Se3, namely,
the monoclinic Pm phase, with a total energy lower than
the well-known Cc and Imm2 phases by 7.06 and 15.06
meV/atom, respectively. The Pm structure shares similar
bonding modes with the Cc and Imm2 phases. Each Ga atom
in the Pm phase is tetrahedrally coordinated by four Se atoms,
but 1/3 of cation sites are vacancies because 1/3 of Se atoms
are coordinated by two Ga atoms, while the remaining Se
atoms are bonding with three Ga atoms. It is well known
that in the Cc structure the vacancies are located zigzaggedly,
while in the Pm structure, the vacancy sites form straight lines
and three neighboring “lines” stand side by side to loosely
form a triangle, as viewed along the 〈010〉 direction. Once
pressure is above ∼9 GPa, another Se-terminated vdW lay-
ered P1̄ structure becomes stable, whose bonding is somewhat
similar to that of the rocksalt structure. Each Ga and Se (1 f )
atom is sixfold coordinated, but the coordination number is
three for Se (2i) atoms located at the surface of each layer.

FIG. 2. Electronic band structures and DOS of Cu2Se and
Ga2Se3 at ambient pressure using the HSE functional.

Figure 2 summarizes the calculated electronic band struc-
tures and density of states (DOS) for the predicted phases of
Cu2Se and Ga2Se3 at ambient pressure, which are semicon-
ductors with indirect band gaps. The band structures and DOS
for high-pressure phases plotted in Fig. S4 in the SM, suggest
that C2/m-Cu2Se, P1̄-Cu2Se, and P1̄-Ga2Se3 are metallic,
but Cc-Ga2Se3 is semiconducting. We find that when the
coordination number of cation is three or four, Cu2Se and
Ga2Se3 are semiconductors; once this number increases above
four, these materials become metallic.

As indicated by the calculated DOS (Fig. 2), the 3d-orbital
binding energy of Ga atom is ∼18 eV, much larger than that
of ∼5 eV of Cu atom, and the valence band maximum (VBM)
is mainly occupied by the Se p states in Cu2Se and Ga2Se3.
Cu2Se has a much stronger p-d coupling than that in Ga2Se3,
leading to a smaller band gap (Eg) of 1.26 eV in Cu2Se than
that of 2.16 eV in Ga2Se3, because the p-d repulsion can push
the VBM up and then reduce the band gap [58,59]. Therefore,
the electronic and optical properties of ternary alloys are
determined largely by the coupling between Cu 3d and Se 4p
states, not by the interactions between Ga 3d and Se 4p states.
This can be further verified by effective mass. Compared with
Ga2Se3, Cu2Se has more dispersive bands near the VBM,
indicating smaller effective masses of electrons.

B. Ternary compounds

We calculated the complete convex hull diagrams using the
following expression

�H = H[(Cu2Se)(1−x)(Ga2Se3)x]

− (1 − x)H (Cu2Se) − xH (Ga2Se3) (1)

to identify stable and metastable structures and stoichiome-
tries, as plotted in Fig. 3. Convex hull construction provides
a global view of the relative stabilities of structures and
stoichiometries for binary, ternary, quaternary systems, etc.
By definition, a thermodynamically stable phase has a lower
enthalpy (or, more generally, Gibbs free energy) than any
other phases or phase assemblage of the same composition.
A structure on the convex hull is thermodynamically stable,
while a structure above the hull is metastable.

Figure 3(a) plots the formation enthalpies for ternary alloys
at ambient pressure. The formation energies of conventional
alloys are usually positive and follow parabolic convex curves
due to large strain energy. However, in this Cu-Ga-Se ternary
system, the formation energy curve is concave, and the
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FIG. 3. Thermodynamic convex hulls of ternary alloys at dif-
ferent pressures. Filled circles are stable phases, open circles are
metastable, and open triangles are phases from Ref. [63].

thermodynamically stable structure exists at chemical com-
position of 50%, i.e., chalcopyrite CuGaSe2 (I 4̄2d), due to the
fact that Coulomb interactions lower the formation energy and
thus the ordered structures are preferred. Since the effective
Coulomb interaction is relatively short ranged, the search
for stable phases is, in fact, to find the minimum atomic
correlation function �̄(2,1) for the nearest neighbor “figure”
in view of cluster expansion theory [60,61]. The Coulomb
energy gain is proportional to 〈�̄(2,1)〉min-〈�̄(2,1)〉random and
the formation energy minimum is located at composition
of 0.5 [61].

CuGa3Se5, CuGa5Se8 and Cu4Ga2Se5 of the P1, C222
and P1 symmetries remain metastable at ambient pressure,
and there are no stable phases existing for the ternary system
when the zero-point energy is taken into account (Fig. S5 in
the SM). CuGa3Se5 is most likely to become stable, which
is above the convex hull only by 4.75 meV/atom, whereas
CuGa5Se8 and Cu4Ga2Se5 are above the hull by 6.23 and
34.69 meV/atom, respectively. This metastability does not
preclude these materials from experimental synthesis, which
is suppoted by the fact that the observed metastable phases are
usually within 0.1-0.2 eV/atom above the ground state [62].
According to the inorganic crystal structure database, 20%
of experimentally synthesized materials are metastable, some
of which even have high positive formation enthalpies. For
example, the P4̄2m phase of CuGa5Se8 is higher in energy
than the C222 phase by 3.83 meV/atom, and it has been
confirmed experimentally [63]. Therefore, it is possible to
synthesize these gallium-rich phases at ambient pressure.

As pressure increases near 5 GPa, P1-CuGa3Se5 and
C222-CuGa5Se8 become thermodynamically stable succes-
sively [Fig. 3(b)], consistent with Sun et al. [62]. As pressure
further increases to 10 GPa, R3̄m-CuGaSe2, P21/m-CuGaSe2,
and P21/m-CuGa3Se5 become metastable [Fig. 3(c)].
Figures 3(d)–3(f) indicate that stable CuGaSe2 transforms
from the I 4̄2d phase to the R3̄m phase at ∼11 GPa, and then
to the P21/m phase above ∼42 GPa. When pressure is about
54 GPa, P21/m-CuGa3Se5 becomes close to the convex and
reaches the marginal stability.

As discussed above, the stable or metastable phases of
the ternary system at ambient pressure can be understood
by the formation of covalent bonds. Specifically, the Ga-Se
bonding is more covalent than the Cu-Se bonding, due to the
increment of electronegativity from Cu to Ga and to Se atom;
therefore Ga-Se bonds are easier to form than Cu-Se bonds,
leading to stable phases existing mainly in the Ga-rich range.
Moreover, since the Ga atom is larger in size than the Cu atom,
mixing the Ga atom into the alloy structure enlarges the lattice
constants and increases the strain energy and thus raises the
formation energy. Thus the increase in Ga composition lifts
the energy barriers for Ga-rich structure to be stable. In other
words, in the Ga-rich range, the compounds with higher Ga
composition are expected to have fewer stable phases, con-
sistent with our current finding that CuGaSe2 has three stable
phases, CuGa3Se5 has two, while CuGa5Se8 has only one.

The absence of any imaginary frequency phonon
modes in the whole Brillouin zone suggests the dynam-
ical stability of I 4̄2d-, R3̄m-, and P21/m-CuGaSe2, P1-
and P21/m-CuGa3Se5, C222- and P4̄2m-CuGa5Se8, and
P1-Cu4Ga2Se5 at specified pressures (Fig. S6 in the SM,
structural parameters are summarized in Table I). The elastic
constants for stable phases at ambient pressure were cal-
culated, as listed in Table S4 in the SM, and the relevant
parameters including bulk modulus, shear modulus, Young’s
modulus, Poisson ratio, and Vickers hardness, are summarized
in Table S5 in the SM. The elastic constants satisfy the Born
stability criteria [64]. Based on these data, we constructed the
pressure-composition phase diagram (Fig. 4), which allows
one to identify materials with an optimal combination of these
properties.

Figure 5 plots crystal structures of CuGaSe2, CuGa3Se5,
CuGa5Se8, and Cu4Ga2Se5 under high pressures. Our results
of Ga2Se3 and CuGaSe2 reveal that increasing Ga compo-
sition introduces the vacancies, which exist only when Ga
composition is above 50%. At ambient pressure, although the
tetrahedral bonding is preferred, the cation-site vacancies lead
to anomalous bonding modes for Se atoms. In P1-CuGa3Se5,
3/5 of Se atoms are coordinated by two Ga and one Cu atoms,
1/5 by three Ga and one Cu atoms, and 1/5 by three Ga
atoms. According to the number of dangling bonds, 1/5 of
cation sites are vacancies. When the Ga composition increases
to 5/6 in CuGa5Se8, the vacancy proportion is enhanced to
1/4: half of Se atoms bond with three Ga atoms, and half
with two Ga and one Cu atoms. In CuGa5Se8 system, the
vacancies form a straight line in the C222 phase along the
〈001〉 direction, while straight-line and zigzag-line vacancies
coexist in the P4̄2m phase. In P1-Cu4Ga2Se5, Cu atoms have
unexpected dangling bonds, and half of Cu atoms bond with
three Se atoms with bonding angle of ∼62◦. The bonding
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TABLE I. Structure parameters of stable ternary alloys at specified ranges of pressure.

Structure Parameters(Å,◦) Atom x y z P(GPa)

CuGaSe2 I4̄2d a=b=5.67 Cu(4a) 0.00 0.50 0.25 0.0001
c=11.26 Ga(4b) 0.50 0.50 0.00

α = β = γ=90 Se(8d) 0.75 0.75 0.125
R3̄m a=b=3.61 Cu(3b) 0.33 0.67 0.17 11

c=17.73,γ=120 Ga(3a) 0.67 0.33 0.33
α = β=90 Se(6c) 0.67 0.33 0.09

P21/m a=6.96,b=4.39 Cu(2e) 0.18 0.75 0.36 55
c=3.47 Ga(2e) 0.68 0.75 0.37

α = γ=90 Se(2e) 0.41 0.75 0.84
β=85.34 Se(2e) 0.08 0.25 0.18

CuGa3Se5 P1 a=5.60,b=6.89 Cu(1a) 0.09 0.43 0.74 0.0001
c=6.82 Ga(1a) 0.74 0.02 0.54

α = 98.96 Ga(1a) 0.92 0.23 0.15
β=114.14 Ga(1a) 0.51 0.81 0.94
γ=66.07 Se(1a) 0.56 0.12 0.83

Se(1a) 0.98 0.53 0.05
Se(1a) 0.74 0.34 0.43
Se(1a) 0.18 0.71 0.63
Se(1a) 0.37 0.91 0.25

P21/m a=3.59,b=6.22 Cu(2e) 0.75 0.08 0.39 15
c=13.97 Ga(2e) 0.75 0.75 0.83

β = γ=90 Ga(2e) 0.75 0.75 0.17
α=90.14 Ga(2e) 0.25 0.58 0.40

Se(2e) 0.75 0.08 0.08
Se(2e) 0.75 0.76 0.50
Se(2e) 0.25 0.59 0.71
Se(2e) 0.25 0.92 0.29
Se(2e) 0.75 0.42 0.92

CuGa5Se8 C222 a=11.05,b=11.29 Cu(2b) 0.00 0.50 0.00 0.0001
c=5.52 Ga(4h) 0.00 0.75 0.50

α = β = γ=90 Ga(4k) 0.25 0.25 0.98
Ga(2a) 0.00 0.00 0.00
Se(8l) 0.13 0.38 0.73
Se(8l) 0.86 0.12 0.74

P4̄2/m a=b=5.53, Cu(1b) 0.50 0.50 0.50 0.0001
c=11.32 Ga(1a) 0.00 0.00 0.00

α = β = γ=90 Ga(4m) 0.5 0.00 0.25
Se(4n) 0.73 0.27 0.12
Se(4n) 0.76 0.24 0.62

Cu4Ga2Se5 P1 a=4.02,b=5.74 Cu(1a) 0.85 0.57 0.02 0.0001
c=10.78 Cu(1a) 0.60 0.69 0.52

α = γ=90 Cu(1a) 0.65 0.34 0.63
β=62.2 Cu(1a) 0.22 0.00 0.82

Ga(1a) 0.25 0.97 0.83
Ga(1a) 0.44 0.17 0.22
Se(1a) 0.35 0.80 0.02
Se(1a) 0.75 0.23 0.83
Se(1a) 0.94 0.43 0.22
Se(1a) 0.54 0.03 0.42
Se(1a) 0.15 0.61 0.64

disorder enlarges the formation energy, and this phase only
remains stable in a narrow range of pressure.

For R3̄m- and P21/m-CuGaSe2, the coordination number
increases to six. In R3̄m structure, each Se atom is coordi-
nated by three adjacent Cu and three adjacent Ga atoms with
different angles due to slight difference in bonding lengths. At

11 GPa, the Cu-Se-Cu bonding angle is 91.4◦, the Ga-Se-Ga
bonding angle is 88.6◦, and the Ga-Se-Cu bonding angle is
90◦. In P21/m structure, the Cu-Ga distance is reduced greatly
under high pressure, leading to abrupt changes in bonding
angles. For instance, at 60 GPa, the Ga-Se-Cu bonding angle
is reduced to 66.7◦. P21/m-CuGa3Se5 shows a Se-terminated
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FIG. 4. Pressure-composition phase diagram of Cu2Se, Ga2Se3

and their alloys. The solid (dashed) lines represent the stable
(metastable) phases.

vdW layered structure due to the special mode of vacancies.
These two vdW layered materials share similar bonding char-
acteristics, including the coordination number, bonding angle,
etc. We plotted the electronic band structures in Fig. S7 in
the SM, showing that R3̄m-CuGaSe2, P21/m-CuGaSe2, and
P21/m-CuGa3Se5 are all metallic, consistent with the conclu-
sion drawn for Cu2Se and Ga2Se3—when the coordination
number of Cu or Ga atom is above four, a semiconductor-to-
metal transition occurs.

Figure 6 summarizes electronic band structures and
DOS of I 4̄2d-CuGaSe2, P1-CuGa3Se5, C222-CuGa5Se8, and
P1-Cu4Ga2Se5 at ambient pressure, indicating that these ma-
terials are direct band gap semiconductors with the VBM and
conduction band minimum (CBM) at the � point. The CBM
states mainly originate from the Ga s and Se p states. The
Cu s state exists at the CBM in Cu2Se, but not in alloys.
This is because the atomic energy level of Cu s state is higher
than that of Ga s state; for instance, the difference is 3.20 eV

FIG. 5. Crystal structures of stable alloys at specified pressures.
CuGaSe2: (a) I 4̄2d at 1 atm, (b) R3̄m at 11 GPa, and (c) P21/m
at 55 GPa. CuGa3Se5: (d) P1 at 1 atm and (e) P21/m at 12 GPa.
CuGa5Se8: (f) C222 at 1 atm and (g) P4̄2/m at 1 atm. Cu4Ga2Se5:
(h) P1 at 1 atm. The purple, gray, and green spheres represent Cu,
Ga, and Se atoms, respectively.

in ground-state CuGaSe2. Furthermore, as Ga composition
increases, the Ga s state contributes more to the CBM states
of alloys.

Figure 6 also indicates that the atomic energy level of Cu d
states is significantly above that of Ga d states. In view of
p-d repulsion, the Cu d states play a more important role in
determining the VBM than the Ga d states. Specifically the
strong intersite hybridization between Cu d (t2g orbitals [65])
and Se p states forms antibonding states between −3.0 and
0 eV and bonding states between −5.5 and −4 eV. The Cu d
states around from −4.0 to −3.0 eV, namely, the eg orbitals
[65], form nonbonding states with flat bands. In compounds
with different stoichiometries, the binding energy of Cu d
electrons is slightly shifted. Our results further reveal that
such binding energy is sensitive to pressure. Therefore, it is
possible to precisely tune Eg by controlling Ga composition
or pressure.

At ambient pressure, since Ga2Se3 has a larger Eg of
2.16 eV than that of 1.26 eV in Cu2Se, Eg is expected to
become bigger for larger Ga composition due to the weakened
p-d coupling between Se and Cu atoms lowering the VBM.
While this is true going from Cu4Ga2Se5 (Eg = 0.77 eV) to
CuGaSe2 (1.64 eV) and to CuGa3Se5 (2.11 eV), Cu4Ga2Se5

has an anomalously smaller Eg than that of Cu2Se, and
CuGa5Se8 has a smaller Eg of 1.87 eV than CuGa3Se5, as
illustrated in Fig. 7(a) (starting points). In Cu4Ga2Se5, the
p-d hybridization is weaker than in Cu2Se, which tends to
enhance band gap, while the CBM states mainly originate
from Ga s state, not from Cu s state as in Cu2Se. Figure 7(b)
indicates that the energy level of Ga s state is much lower than
that of Cu s state, eventually resulting in the reduction of Eg.
Figure 7(c) shows that although the binding energy of Cu d
states is comparable in CuGa3Se5 and CuGa5Se8, the DOS is
higher in CuGa5Se8 than in CuGa3Se5 due to the associated
crystal symmetries, implying a stronger p-d hybridization in
CuGa5Se8, which leads to a smaller Eg in CuGa5Se8 than in
CuGa3Se5.

Band gap in compounds can often be reduced by apply-
ing high pressure irrespective of whether the d orbitals are
occupied or not [66,67]. In practice, it is also possible to
enlarge Eg by adjusting the binding energy of Cu d states
through pressure. Figure 7(a) suggests that, as pressure in-
creases, Eg increases monotonously in Cu4Ga2Se5, CuGaSe2,
and CuGa3Se5. Figure S8 in the SM indicates that the Cu-d
binding energies of these semiconductors are enhanced by
pressure, and the weakened p-d coupling leads to the rise of
Eg. Figure 7(d) suggests that, initially as pressure increases,
the weakening of p-d coupling results in the increase in Eg,
but, as pressure further increases, this Cu-d DOS becomes
so weak that the strength of p-d coupling is no longer the
decisive factor determining the evolution of Eg with respect
to pressure, and then Eg will be reduced by pressure. This
conclusion is consistent with our results plotted in Fig. 7(a),
where Eg of CuGa5Se8 is enlarged initially and then sup-
pressed by pressure at a critical value of ∼8 GPa.

IV. ORDERED-DISORDERED TRANSITION

In this session, we study the engineering of optical proper-
ties by controlling the ordering parameter in CuGaSe2, which
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FIG. 6. HSE band structures and DOS of stable ternary alloys at ambient pressure.

can be realized by controlling the synthesis temperature or
annealing time. We focus on the optical absorptions because
experimental Eg are usually obtained from optical measure-
ments. First, we systematically investigated the optical tran-
sitions of ordered chalcopyrite CuGaSe2. The joint electronic
band structure is plotted in Fig. 8(a), displaying the energy
differences between first conduction band and twenty top
valence bands. We also calculated the imaginary part of the
dielectric function (εxx = εyy and εzz) within the one-electron
theory (i.e., the exciton effects are not included), as shown in
Fig. 8(b). There are slight dislocations between εxx and εzz,
with the energy difference of merely ∼0.10 eV between the
first absorption peaks at ∼1.65 eV, due to the reduced crystal
symmetry in the chalcopyrite structure derived from the zinc
blende structure. Here the first absorption peaks of εzz and εxx

arise from the transitions from the first valence band and the
twofold degenerate (second and third) valence bands to the
first conduction band at the � point, respectively.

To study the phase transition from ordered to disordered
states, the relationship between energy and ordering param-
eter has been established on the basis of cluster expansion
theory [25,68] as follows

E (σ ) = ER +
∑

km

Jkm�̄km. (2)

E(σ ) and ER are the total energies of the structures of the
configuration σ and of the fully disordered solid solution,
respectively. Jkm is the effective interaction within clusters
consisting of k atoms separated by m neighbors, and �̄km is
the average of the atomic correlation functions of cluster (k,
m). Here k represents the number of vertices in the polyhedron

figures such as pairs (k = 2), triangles (k = 3), and tetragons
(k = 4) and m represents the mth-neighbored distance. In
Ising models, each cation site i can be assigned to a spin
variable Si, which is +1 if it is occupied by Cu+ and −1
if by Ga3+. The �̄km is the product of Si. For an ordered
alloy, �̄21 = −1, whereas in perfectly disordered structure,
�̄km = 0 for all figures.

Since the atomic interactions are relatively short ranged,
the �̄km can be safely restricted to the pairs up to the fourth
neighbors. Equation (2) is simplified as

E (σ )
.=ER + J21�̄21 + J22�̄22 + J23�̄23 + J24�̄24. (3)

The atomic correlation function �̄21 has the dominant effect
on the energy and phase transition [25]. This is also true in
CuGaSe2, for instance, �̄21 of 75.2 meV is much larger than
�̄22 of 9.11 meV. Thereby �̄21 can be used as an ordering
parameter varying from 0 for the fully disordered structure to
−1 for the ordered chalcopyrite structure.

We have carried out Monte Carlo simulations using a large
supercell of 201 840 atoms at various temperatures. Figure 9
plots the excess energy and the correlation functions �̄2m

up to the fourth neighbor as functions of temperature. When
temperature is increased from 0 to 700 K, the energy per
cation site and �̄2m barely change, indicating that the structure
remains ordered under 700 K. Then energy rises slowly as
temperature is further increased to 1800 K. However, in the
range of 1800 K to 2700 K, energy and �̄2m rise sharply,
suggesting an ordered-to-disordered phase transition. After
the phase transition, �̄2m approach zero, the value for fully
disordered structure.

FIG. 7. (a) HSE Eg as functions of pressure for stable alloys. (b) Detailed Cu-s and Ga-s DOS above the EF of chalcopyrite CuGaSe2.
(c) Cu-d DOS below the EF of CuGaSe2, CuGa3Se5, and CuGa5Se8 at ambient conditions. (d) Cu-d DOS below the EF of CuGa5Se8 at
special pressures. The calculations are performed within HSE functional, and the VBM is set to zero in each panel.
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FIG. 8. (a) Joint band structure of chalcopyrite CuGaSe2 along
high symmetry points calculated using the HSE method, which
shows the energy difference between the first conduction band and
the top twenty valence bands. (b) Imaginary part of the dielectric
function of chalcopyrite CuGaSe2.

To reveal the effects of ordering parameter �̄21 on elec-
tronic and optical properties, we simulated a partially dis-
ordered structure with desired �̄21 by the SQS method.
Experimentally, the synthesized solid solutions are usually
partially disordered. Our simulations suggest that partially
disordered CuGaSe2 can be obtained by quenching above
700 K and that higher temperature introduces more disorder
into this system. We constructed a partially disordered super-
cell of 64 atoms with nearly cubic lattice constants a = b =
11.34 Å, c = 11.35 Å. Figure 9(b) focuses on �̄21 = −0.46;
the corresponding temperature is 2600 K, closer to the fully
disordered phase (0). The perfect matching is obtained for �̄21

after several iterations.
We adopted the SQS method to describe the fully disor-

dered alloy, in which a small finite supercell is generated so
that its averaged atomic correlation function �̄km is closest
to the targeted correlation function (2x − 1)k , where x is the
alloy composition. We constructed tetragonal supercells of 64
and 128 atoms, respectively. �̄km of the pairs up to the fourth
neighbor, the first-neighbored triangles and tetragons are all
as the same as those of the fully disordered solid solution, and
the detailed comparison is summarized in Table S6 in the SM
for both systems. Comparing the energies of both supercells,
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FIG. 9. (a) Monte Carlo simulation of the excess energy as a
function of temperature and (b) the corresponding averaged atomic
correlation functions of pairs up to the mth neighbor (�2m).

FIG. 10. HSE band structure of (a) fully disordered, (b) partially
disordered, and (c) ordered CuGaSe2. The yellow, green, and blue
symbols represent Se p, Cu d , and Ga s orbitals, respectively.
Different circle sizes correspond to the projected weights of different
orbitals.

one finds that the 64-atom cell is energetically preferred to
the 128-atom cell by 12.07 meV/atom; therefore, the 64-atom
supercell is adopted to simulate the fully disordered structure,
as well as the above partially disordered structure.

The band structures of the fully disordered, partially disor-
dered, and ordered CuGaSe2 are plotted together for compar-
ison in Fig. 10, together with corresponding structural models
shown in Fig. S9 in the SM. All the band gaps are direct with
the VBM and CBM at the � point. As �̄21 varies from −1
of the ordered phase to 0 of the fully disordered phase, the
band gap of CuGaSe2 is greatly reduced to 0.23 eV from
1.64 eV. Electronic band structure of the studied partially
disordered phase with the band gap of ∼1.06 eV is close to
that of the ordered phase, with similar states near the VBM
and CBM. Therefore, it is feasible to tune the band gap in
these materials systems by introducing disorder into the alloy
through appropriately controlling the synthesis temperature
or annealing time. Figure 11 indicates that, for the fully dis-
ordered, partially disordered, and ordered CuGaSe2, optical
absorption thresholds are 0.033, 0.31, and 0.36 eV, which are
significantly lower than band gaps of 0.23, 1.06, and 1.64 eV,
respectively. This is a typical character of the direct band gap
structure and the band gaps are responsible for the first peaks
of light absorption. The visible- or infrared-light harvesting
can be greatly enhanced because of the red shifts of absorption

FIG. 11. Calculated optical absorption coefficients (α) of the
ordered (black line), partially disordered (blue line), and fully dis-
ordered (red line) CuGaSe2 using HSE functional.
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FIG. 12. Band alignment of the fully disordered, partially disor-
dered, and ordered CuGaSe2.

threshold with increasing degree of disorder, compared with
the ordered phase.

The order-disorder phase diagram suggests that it is dif-
ficult to obtain fully disordered CuGaSe2, which requires
a quenching temperature above 2700 K due to the energy
difference as large as 67.65 meV/atom between the fully
disordered and the ordered phases. Reducing the transition
temperature by p- or n-type doping has been theoretically
proposed in the case of Cs2AgBiBr6 [25]. The band align-
ment of the fully disordered, partially disordered, and ordered
CuGaSe2 is plotted in Fig. 12. The valence-band offset �Ev

is calculated following the same procedure as in the core-level
photoemission measurement [69,70], where it is defined as

�Ev = �EVBM,C − �EVBM′,C′ + �EC,C′ . (4)

Here,

�EVBM,C = EVBM − EC (5)

is the energy difference between the Se 1s core level and the
VBM, and

�EC,C′ = EC − EC′ (6)

is the difference in the Se 1s core level binding energy
between two phases. The conduction-band offsets �Ec are
depicted by adding the HSE band gaps to the valence-band
offsets. When the degree of disorder is increased from the
ordered phase to the fully disordered phase, the VBM rises
by 0.51 eV, while the CBM drops by 0.90 eV. If extra holes
are introduced to the VBM state, the fully disordered phase
gains more energy than the ordered phase, so is that if extra
electrons are introduced to the CBM state [25]. Therefore, it
might be possible to reduce this energy difference and then the
phase transition temperature of this alloy by n-type or p-type

doping. Furthermore, the band offset of the CBM (0.90 eV) is
larger than that of the VBM (0.51 eV), thus the n-type doping
would be more effective in reducing the transition temperature
than the p-type doping.

V. CONCLUSIONS

In summary, we report on band gap engineering in
Cu2Se-Ga2Se3 alloys to improve the optoelectronic prop-
erty. Using first-principles structural search, we identified the
ground-state structures for Cu2Se and Ga2Se3 whose total
energies are slightly lower that those proposed previously. We
also determined the stable phases for Cu4Ga2Se5, CuGa3Se5,
and CuGa5Se8 at ambient conditions, together with three
high-pressure metallic phases for CuGaSe2 and CuGa3Se5.
These phases, phase transitions, and the distribution of cation-
site vacancies are understood in terms of binding modes of Cu,
Ga, and Se atoms. The computed electronic band structures
indicate that these alloys all have direct band gaps varying
from 0.77 eV (Cu4Ga2Se5) to 2.11 eV (CuGa3Se5). The
increased Ga composition cannot always enlarge the band
gap; for example, the band gap of CuGa5Se8 is smaller than
that of CuGa3Se5. This anomalous behavior of band structure
can be explained by examining the p-d hybridization between
Se and Cu atoms, which are tunable by Ga composition and
pressure.

Furthermore, using Monte Carlo simulations and first-
principles calculations, we show that, by introducing disorder
to the cation sites of Cu and Ga in CuGaSe2, the band gap can
be engineered from 1.64 eV of the ordered phase to 0.23 eV
of the fully disordered phase by controlling quenching tem-
perature above 700 K, in order to facilitate light absorption
in the visible and infrared regions. To synthesize such phases
with desired absorption coefficients, it is necessary to reduce
the temperature of order-disorder phase transition by p-type
or n-type doping. Thus our study points to new possibilities
of band gap engineering in copper gallium diselenides for
potential technological applications.
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