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Smectic and nematic phase modulations and transitions under electron beam in Tb,Cug g3Pd 1704
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Understanding the structural origin of the functionality in cuprates has attracted tremendous attention over
several decades. In particular, probing distortions in the Cu-O bonding is of great importance for exploring the
coupling between the charge and the lattice, a key mechanism for superconductivity and other functionality in
correlated materials. Here we study a superlattice modulation in the Tb,Cugg3Pd 1704 “214” material, which
possesses no superconductivity itself but has the parent structure of the R,CuO4 (R = a rare-earth element)
superconducting cuprate group. Using transmission electron microscopy (TEM), we find that this superlattice
modulation is formed by Cu ion displacements in a direction perpendicular to the Cu-O planes. The superlattice
modulation undergoes a reversible electronic smectic-nematic phase transition under electron-beam illumination.
With the help of in situ TEM results, our findings imply that the superlattice modulation in this material arises

from spatially modulated charge ordering at the Cu sites.
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I. INTRODUCTION

Rare-earth cuprates, R,CuO4, where R denotes a rare-
earth element, are known to exist for R’s ranging from La
to Eu. These materials exhibit extremely interesting physical
properties, such as high-temperature superconductivity with
hole doping or electron doping [1-4]. La,CuOy, for instance,
has been extensively, studied as a p-type high-temperature
superconductor when doped with excess oxygen or a divalent
cation [5-7]. The compounds with R = Pr, Nd, Sm, and
Eu are n-type high-temperature superconductors when the R
cations are partially substituted by tetravalent cations [8—10].
However, R,CuO4 with R = Gd and heavier, e.g., Gd,CuOy4
and Tb,CuOy, do not become superconducting through any
known doping [11]. Despite the absence of superconductivity,
Tb,CuOy still attracts considerable interest due to its unique
structure and properties [12—14].

From the structural point of view, Tb,CuOy is a rep-
resentative of one of the three structure types found for
R,CuO4 compounds, distinguished by differences in config-
uration between the two-dimensional CuO; planes and the
apical oxygen atoms adjacent to the CuO, planes, along the
c axis [15]. The three structural phases are the following:
(1) the T phase with CuOg octahedra, e.g., in La,CuO4 with
the Cmca space group [16,17], where CuOg octahedra are
found, with one oxygen above and one below each of the
CuOy, “plaquettes” in the CuO; planes; (2) the T* phase with
CuOs pyramids, e.g., in (Ndg ¢6Cep.205510.135)2 CuOy4 with the
P4/nmm space group [18], where each CuQO,4 plaquette has
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one apical oxygen atom, either one at the top or one at
the bottom; and (3) the T° phase with CuO, square planes
only (in Tb,CuO4 and Gd,CuO4 with I4/mmm space group)
without apical oxygen atoms [19]. These configurations of the
CuOy4 plaquettes and apical oxygen atoms play an essential
role in the structural stability and electronic properties of
the materials. For example, the Cu-O stretched bonds may
imply a tendency towards electron doping and lead to different
Cu electronic structure arrangements in R,CuO, compounds
[20-22]. Hence, structural characterizations of Tb,CuQOy as a
representative of T’ cuprates, is important to the understand-
ing of the rare-earth-cuprate R,CuQO,4 group.

However, Tb,CuQO, is normally synthesized under high
pressure and probing its structural phases under ambient
pressure is challenging due to the possible structure relaxation
[11,23]. Recently, however, it was reported that a T” type
Tb,CuO4 material with partial substitution of Pd for Cu
can be obtained at ambient pressure; the refined formula of
the material is Tb,Cug g3Pdo.1704 [24]. The previous work
employed synchrotron x-ray, TEM, and other property mea-
surements to demonstrate that Tb,Cug g3Pdg.1704 is an n-type
semiconductor and that its structure belongs to the Pbca space
group. Specifically, a structural modulation that is long-range
in real-space with unidirectional wave vector was observed
at a wide range of temperatures. This stripelike superlattice
structure in R,CuQ4 compounds has been widely reported
for a variety of R elements [11,25,26]. It was proposed that
this stripelike superstructure may be related to the supercon-
ductivity through the symmetry breaking of the electronic
structures and the crystal lattice [27-29]. Nevertheless, the
origin of the superlattice remain elusive, mainly because its
characterization is lacking. In particular, oxygen deficiency
and migration, or atomic displacements of the R elements,
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were suggested as causes for the superstructure without clear
evidence. Therefore improved characterization of the super-
structure is urgently needed for a better understanding of this
ubiquitously existing phase in R,CuQ4 compounds.

In the present paper, we show that the superstructure arises
from the Cu displacements in TbyCugg3Pdg 1704. We fur-
ther demonstrate that the superstructure undergoes electronic
liquid-crystal (ELC) phase transitions under electron illumi-
nation. Using in situ heating and cooling TEM observations,
we rule out oxygen deficiency as the origin of the phase
transitions of the superstructure, but infer that the transition
mechanism is related to the modification of carrier concentra-
tion in the compound.

In this study, we use the classifications of ELC phases
for the following benefits. Firstly, the observed symmetry
breaking of the stripe phase upon electron beam illumination
matches very well with the description of the ELC phase
transitions from smectic (stripe) to nematic to isotropic phases
[30]. Secondly, advanced knowledge can be obtained from
the developed theory for the ELC phases, such as the role
of charge in the commensurate-incommensurate phase tran-
sition, providing insight into the origin of the superlattice. In
addition, ELC phases are more and more frequently used to
describe the electronic structures in cuprate superconductors
in recent studies [28,31-33]. The findings here may shed light
on the relationship between the symmetry breaking of the
crystal lattice and the electronic structures in the cuprates.

II. RESULTS AND DISCUSSION

The synthesis method for Tb,Cug g3Pdg 1704 and its crystal
structure can be found in Ref. [24]. Selected-area electron
diffraction patterns were used to identify the crystal symmetry
and the unidirectional superstructure. The right panels of
Figs. 1(a) and 1(b) show experimental electron diffraction
patterns along the [001] and [011] zone axes, respectively. The
diffraction patterns were obtained from the same area in one
thin sample flake by tilting about 25° along the a, axis (a,
denotes the fundamental lattice parameter in the orthorhombic
crystal structure). According to the symmetry operations of
the Pbca space group, the reflections [marked by yellow
circles in Fig. 1(a)], such as (010), (100), which should be
extinct, are clearly seen in Fig. 1(a), due to the multiple scat-
tering of the electron beam along the low-index zone. More
interestingly, sharp superlattice reflections (marked by red cir-
cles) with an incommensurate modulation (~0.473 a*) in the
a, direction are shown in Fig. 1(b). These are an intrinsic char-
acteristic of this material’s structure. From the ELC classifi-
cation, the superstructure breaks the translational symmetry
along the a, direction with respect to the fundamental lattice,
which can be classified as a stripe (electronic smectic) phase.

Combining the diffraction patterns taken from one sample
flake, we propose a crystal structure model for the stripe phase
in this material using a superstructure refinement by adjusting
the length of the Cu-O bond. (The initial structure model
reported for this material [24] does not provide the structure
of the superlattice modulation.) Note that Cu and Pd atoms are
randomly distributed on the Cu sites and are indistinguishable
by our techniques. If a longitudinal displacement is added
in the direction of the modulation wave vector, i.e., in the
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FIG. 1. Two typical electron diffraction patterns obtained from
(a) [001] and (b) [011] zone axes of the same sample flake of
Tb,yCugg3Pdg 1704 (left: electron diffraction dynamic simulations
of the refined crystal structure; right: experimental patterns). Note
that dynamic electron diffraction simulations employ Bloch wave
methods with incommensurate wave vector for superstructural mod-
ulation of the structure, assuming a sinusoidal displacement wave.
The peak marked by the yellow circle in (a) is due to crystalline
domains. The additional satellite peaks in (b) marked by the red
circles indicate an incommensurate modulation ¢; along the a*
wave vector in Tb,Cugg3Pd( 1704. The blue dashed lines indicate
the position of wave number ¢ = 0.5. (c) A parent crystal structure
of Tb,Cugg3Pdy 1704 based on the Pbca space group. (d) Extracted
Cu-O plane from (c), the structure in the grey frame presents a unit
cell in (c). (e) Schematic crystal structure in the a-c plane. One of
the Cu atoms (green sphere) in the Cu-O plane moves along the
out-of-plane ¢, direction; two other Cu atoms (dark blue spheres) in
the same row shift in the opposite direction while the rest of the atoms
(orange spheres) in one Cu-O layer remain the same as in (c). Note
that the new symmetry of the superstructure is lowered compared to
the original Pbca space group.

a, direction, then (100) modulation reflections should be ob-
served along both of the [001] and [011] zone axes. However,
in our experimental diffraction patterns, the incommensurate
modulation in the a, direction with a modulation wave vector
q; = (0.473,0,0) is only shown along the [011] zone axis;
it is not observed along the [001] direction. This clearly indi-
cates that any atomic displacements in the Cu-O planes with a
noticeable amplitude can be excluded. Thus the only possible
model of the displacement is out of the Cu-O plane, shown
in the crystal models in Fig. 1(c). Note that the intensities of
the superlattice reflections are fairly strong, indicating that Cu
out-of-plane displacements are much more likely their origin
than O out-of-plane displacements in this case. To further
explore the proposed crystal structure model, we obtained a
HAADF-STEM image, which is sensitive to atomic number
Z and atomic displacements, along the [010] zone axis, a
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crystallographic orientation that is perpendicular to the wave
propagation direction and the proposed Cu displacement. As
shown in Fig. S1 in Ref. [34], the Cu displacements along the
¢, axis are clearly seen. Hence the origin of the superlattice is
an out-of-plane Cu-O distortion.

The out-of-plane lattice distortion of Cu-O bonding in
Tb,Cug g3Pdj.1704 manifests a novel model that has attracted
little previous attention. To our knowledge, most of the Cu-
O distortions observed have been in-plane. Thus the Cu-O
plane is identified as a two dimensional correlated metal-
lic state via hole or electron doping and the superconduct-
ing plane at low temperatures [35,36]. Tremendous efforts,
both in experiments and theory, have been put into probing
the spin-spin interaction, electron-electron correlation, and/or
electron-phonon coupling in superconducting cuprates, and
all of those interactions are in the Cu-O plane only [21,28,
36-38]. Our results, with the distinctive Cu-O distortion out-
of-plane, add more possibilities into the experimental analysis
and theoretical considerations, and may advance the under-
standing of superconductivity in cuprates. In addition, the
characterization of the Cu-O distortion may help to explain
the role of Pd substitution in stabilizing the T’-type structure
at ambient pressure. Nearly 20% Pd is substituted for Cu in
the Cu-O plane, which consequently introduces an extra strain
due to the size mismatch between Cu and Pd. In particular, the
ionic radii of Cu*™ and Pd** are 87 and 100 pm, respectively
(i.e., Shannon and Prewitt, 1969) [39]. It is reasonable to infer
the out-of-plane displacement of Cu and CuO, square rotation
in the Cu-O plane and even electron density redistribution
as a result of the in-plane strain induced by the extra Pd,
especially given the fact that the absence of apical oxygens
will provide more space for the movement of Cu in the T’
structure than the T and T* structures. Moreover, other T’
type cuprates prepared at high pressure were observed to
have similar superstructures [11], indicating that out-of-plane
Cu-O distortions could be generic in this type of cuprate.
Moreover, it is believed by many researchers that one of the
primary contributors for superconductivity in these materials
is a consequence of the strong hybridization of Cu d,>_,» and
O py , orbitals. The other orbitals like Cu d_,» make less
contributions [1,40]. In our case, the out-of-plane displace-
ment would weaken the Cu-O in-plane hybridization strength
and may preclude the realization of superconductivity.

To further explore the origin of the superstructure, we
take high-resolution TEM images, observing a distinct stripe
phase along the [011] zone axis at room temperature (RT).
During the electron beam illumination, observing a phase
transition from stripe phase (smectic) to nematic phase for
superstructures as a function of both the electron dose rate and
operating time is unexpected. However, that is the case here.
The observations are summarized in Fig. 2. Using the electron
beam of 200 kV with dose rate of 1.1 x 10°e~ s~ nm~?)
on the specimen, the stripe phase [the unidirectional super-
structure is highlighted by the solid white lines in Fig. 2(a)]
was observed to gradually transform into a nematic phase
at the edge (relatively thinner areas) of the sample flake
first, then at the inner areas (relatively thicker) in a time
duration about 130s [Figs. 2(a)-2(c)]. The nematic phase here
is indicated by the appearance of short-range superstructures
in the orthogonal direction with respect to the original long-

ELectron dose rate effect

G esiame |®)

20 nm

FIG. 2. Stripe (smectic)-nematic phase transition process for
Tb,Cug g3Pdg 1704 (in the same area) under an electron dose rate of
1.1 x 10°e~ s~! nm~2 with a 200 kV accelerating voltage at RT. (a)
Initial stripe phase (S) along the a, axis before phase transition, the
solid white lines indicate the unidirectional superlattice. (b) and (c)
HRTEM images as a function of time, the yellow arrow indicates
the orthogonal short-range superlattice induced by the electron beam
illumination, the areas circled with dashed yellow lines indicate the
formation of the nematic phase (N). (d) The recovered stripe phase
after lowering the dose rate. The inserts are FFT diffractograms of
each entire image. The intensities of the newly formed peaks marked
by yellow arrows reflect the transition process. The numbers in (b)
and (c) are the illumination time under the high dose rate.

range stripe phase. Meanwhile, the fast Fourier transform
(FFT) diffractogram of the entire image shows that the peaks
associated with the stripe phase gradually become diffuse
and additional diffuse peaks (yellow arrows) associated with
the orthogonal superstructures emerge as a function of time,
which is consistent with the electronic smectic-nematic phase
transition. We want to emphasize that, although ELC phases
normally refer to the global state of the material, the ELC
phases we describe here are at the mesoscale, i.e., the nematic
phase may also be described as a phase separation of two types
of short-range phases with their superstructures orthogonal to
each other. In other words, during the observations, the entire
sample may still remain in the electronic smectic phase, while
the sample at the edge/thin areas are “globally” nematic. As
the illumination time increases, the nematic phase expands
into the thicker area and becomes more “global” [Figs. 2(b)
and 2(c)]. A series of electron diffraction patterns during the
beam-induced smectic-nematic phase transition is shown in
Fig. S2 [34].

It is worth noting that the electron-beam-induced smectic-
nematic phase transition is reversible and repeatable. After
210 seconds of beam illumination, we lowered the dose rate
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FIG. 3. Final states after electron beam illumination in heating experiments. A Tb,Cugg;Pdy 1704 sample flake is irradiated with the
same dose rate (1.1 x 10°e~ s™! nm~2), in the same area, at the same magnification, but at different temperatures. (a) Smectic-nematic phase
transition is reproduced under irradiation at 320 K, the area circled by the red dotted line is the nematic phase induced by the electron beam
illumination, the peak highlighted by a red arrow in the FFT diffractogram of the entire image also indicates the appearance of the nematic
phase. (b) and (c) The nematic phase is precluded to emerge in Tb,Cuy g3Pd 1704 at higher temperatures (340 and 370 K).

to 4.1 x 10*e~ s~! nm~2; with such an electron dose rate, no
clear contrast of superstructures was shown on TEM images.
The change can still be seen in the FFT diffractogram) on
waiting for 200 s. As a result, the already formed nematic
phase gradually disappears and the sample goes back to the
original stripe phase. We quickly increased the electron dose
rate so that clear TEM images can be taken, as shown in
Fig. 2(d). The same smectic-nematic phase transition and
the recovery of the smectic phase were observed by repeat-
ing the operation at higher electron dose rates for a long
time, by the “beam-blank™ operation, for many cycles (see
Fig. S3 for more observations from sequence cycles and video
S1 for real-time recording [34]). The above observations are
representative for this material based on the TEM recordings
from many sample flakes, i.e., we rule out the compositional
inhomogeneity as the cause of the superstructure and the
beam-induced effects.

Electron-beam-induced effects are sometimes attributed to
the beam heating processes due to the inelastic scattering
[41,42]. However, we find that beam-heating cannot be the
dominant mechanism for the observations in Fig. 2 by per-
forming in situ heating TEM experiments. The results are
demonstrated in Fig. 3. We recorded HRTEM images through
the beam-dose-rate controlled cycles at various temperatures
when the sample reached a thermal stability. We first note that,
under a low electron dose rate, the stripe phase remains long-
range upon warming, i.e., no smectic-nematic phase transition
was observed under solely thermal fluctuations. Upon warm-
ing, a similar smectic-nematic phase transition can be induced
by high electron dose rate at the sample temperature, ranging
from room-temperature to about 320 K [Fig. 3(a)]. When the
sample temperature is about 340 K [Fig. 3(b)] and above
[Fig. 3(c)]; more results can be found in Fig. S4 and video
S2 [34]), where it can be seen that the stripe phase (smectic)
becomes stable no matter how high the electron dose rate is
and how long the sample is under illumination. In addition,
in situ low-temperature experiments were performed using a
liquid-nitrogen cooling stage and the observations of beam-
induced smectic-nematic phase transition were reproduced as
well at the sample temperature of 90 K (detailed analysis is

shown in Fig. S5 [34]). Based on the in situ observations the
electron-beam-induced smectic-nematic phase transition only
occurs in a certain temperature range, and therefore cannot be
due to a heating mechanism.

Since the influence of beam heating is eliminated, we ex-
amined other possible electron-beam-induced effects, particu-
larly electron-irradiation damage, including knock-on damage
(structure damage and mass loss), electron radiolysis and con-
tamination, by correlating them with the experimental obser-
vations [41-43]. Firstly, we can rule out contamination and the
mass loss, as both are nonreversible effects, since the observed
transition upon beam illumination is reversible and repeat-
able. Secondly, knock-on damage is an effect that becomes
weakened with lowered incident electron accelerating voltage.
To test the mechanism, we performed the TEM experiments
using 80 kV accelerating voltage at RT and the reversible
smectic-nematic transition was reproduced, however, under
only half of the dose rate (0.5 x 10%¢~ s~! nm~?) compared
with that under 200 kV (see Fig. S6 in Ref. [34]). That is,
the electron-irradiation effect is strengthened with lowered
accelerating voltage in this case, which is evidence against
the knock-on damage mechanism. Finally, since the electron
radiolysis effect, an effect of beam ionization on the electrons
to be liberated from the material’s constituent atoms, is known
to become more pronounced under lower accelerating volt-
age, we propose electron radiolysis to be the mechanism of
the beam-induced smectic-nematic transition in the sample.
Commonly in TEM operations, a certain number of secondary
electrons and Auger electrons would be generated and escape
from the sample, depending on the electric conductivity of
the material [41-44]. Since the sample is under continuous
electron illumination, a dynamic charge balance can be es-
tablished in a short time based on the electron dose rate,
the electrical conductivity of the sample and the environment
[43]. As aresult, the carrier concentration in the sample would
vary and charge would redistribute in the crystal, which could
affect the Cu-O bonding and result in a lattice distortion.

Nevertheless, it is interesting to understand the
temperature-dependent behavior of the transition, i.e., how
it is that the beam-induced smectic-nematic transition
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FIG. 4. (a) The wave vectors q of the modulations along a* as a function of illumination time during the S-N-S phase transitions, measured
using electron diffraction patterns at the [011] zone axis. (b) The wave vector qr (7: temperature) along a* measured at different temperatures.
(c) Schematic phase diagram as a function of disorder generated by electron illumination. S, N, and I are for smectic, nematic, and isotropic
phases, respectively. The dotted line between the nematic and isotropic phases indicates the uncertainty of the line position, a detail that is
beyond the scope of the current study. Based on our experimental observations, the temperature 7; is lower than 340 K, and the value of g is

close to a commensurate number at the temperature of 7;.

(observed at RT) cannot take place at the temperature higher
than a certain value. We note that the theory for ELC phases
has proposed that introducing charge disorder can cause
the smectic-nematic transition [45]. The ELC theory also
suggests that when the wave vector of an ordered structure
become commensurate, the smectic phase would be more
resistant to the charge perturbations when compared to the
cases with incommensurate wave vectors. In view of the
developed ELC theory, we measure the wave number g of
the unidirectional superstructure under various conditions
(temperatures, electron dose rates and phases). To accurately
measure the wave number, snapshots of electron diffraction
patterns, instead of using FFT of the HRTEM images, were
captured during the smectic-nematic phase transition under
high electron dose rate and the relaxation of the nematic phase
back to smectic under low electron dose rate. Within the error
bars of the measurements, the ¢ values increase during the
smectic-nematic phase transition and gradually go back to
the initial value after the recovery, as plotted in Fig. 4(a). In
addition, the measurement of wave number g7 as a function of
temperature [Fig. 4(b)] shows that the ¢ value monotonically
increases to become closer to a commensurate value (0.5)
upon warming. Hence our observations are consistent with
the prediction of the phenomenological ELC theory [45]
that a commensurate modulation could be more resistant to
charge variation than an incommensurate one. Moreover,
we construct a phase diagram in Fig. 4(c) to outline the
experimental observations using the classification of ELC
phases. Note that, when the superlattice reflections have

nearly equal intensities in the orthogonal directions, the phase
can be identified as an electronic isotropic phase.

All the evidence above has an important implication about
the nature of the superstructure in Tb,Cug g3Pd 1704, namely,
that it appears to arise from a modification in the charge
density states of the Cu/Pd ions. Experimental observations
indicate that neither compositional order nor oxygen vacan-
cies are the origin of the superstructure. In addition, we
identify the role of electron illumination in this study and
explain the temperature-dependent observations. Since the su-
perstructure undergoes a reversible phase transition by means
of manipulation of the charge degree of freedom, this leads to
the conclusion that charge order on the Cu/Pd ion sites is the
origin, for ions that are well known to display valence states,
in the superstructure in this material.

III. CONCLUSIONS

To summarize, we study a unidirectional superlattice mod-
ulation in Tb,Cug g3Pdg.1704 by using in situ TEM techniques.
The results strongly indicate that the distortion leading to
the modulation, common in the family of R,CuO, cuprates,
is the Cu-O bonding that is out of the Cu-O plane. This
is lattice distortion is novel compared with the conventional
in-plane Cu-O distortion seen in other cuprates. In addition,
an electron-beam-induced electronic smectic-nematic phase
transition was observed and analyzed in this material. Among
the possible electron illumination effects, radiolysis is identi-
fied to be the driving force for the smectic-nematic transition.
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Such observations further imply that charge ordering on the
Cu sites may be the fundamental origin of the superstructure
in this material.
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