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Strain tuning of plasma frequency in vanadate, niobate, and molybdate perovskite oxides
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One approach for finding new transparent conductors involves taking advantage of electronic correlations
in metallic transition metal oxides, such as SrVO3, to enhance the electronic effective mass and suppress the
plasma frequency (ωP) to infrared. Success of this approach relies on finding a compound with the right electron
effective mass and quasiparticle weight Z . Biaxial strain can in principle be a fruitful way to manipulate the
electronic properties of materials to tune both of these quantities. In this paper, we elucidate the behavior of
the electronic properties of early transition metal oxides SrVO3, SrNbO3, and SrMoO3 under strain, using first-
principles density-functional theory and dynamical mean-field theory. We show that strain is not an effective
way to manipulate the plasma frequency, but dimensionality of the crystal structure and origin of electronic
correlations strongly affect the trends in both ωP and Z .

DOI: 10.1103/PhysRevMaterials.3.085001

I. INTRODUCTION

Electrons in states derived from d orbitals of transition
metal ions in oxides interact strongly with both each other
and lattice degrees of freedom, and give rise to rich phase
diagrams in these compounds [1,2]. In these phase diagrams,
there are often multiple competing phases, and small changes
in temperature, boundary conditions (strain, stress, etc.), or
chemical composition can lead to significant changes in ma-
terials’ properties [3–5]. One reason for this sensitivity is
the competition between the kinetic and potential energies
of electrons, which may result in a regime where neither a
delocalized, noninteracting electron picture (commonly used
for semiconductors) nor an atomic picture with electrons in
local orbitals is applicable.

Transparent conductors, materials which are good elec-
trical conductors for direct current (DC), and at the same
time highly transparent for visible light, are in high demand
for applications including, but not limited to, solar cells,
touch screens, smart windows, and LED lighting [6–9]. Most
commonly used transparent conductors are metal oxides. One
particular oxide, ITO (indium tin oxide), has more than 97%
of the market share of transparent conducting coatings by
itself [10]. However, ITO has various shortcomings, the most
important of which is the increasing price of indium [8].
Because of this, there is an ongoing search for better transpar-
ent conductors. For example, perovskite BaSnO3 has drawn
significant recent attention because of its record-breaking
mobility [11].

A common shortcoming of most transparent conducting
oxides is that they rely on doping or alloying a wide band-gap
semiconductor. This approach is limited because of possible
doping bottlenecks and reduced mobility due to scattering by
impurity atoms. An alternative design strategy to find new,
superior transparent conductors, put forward by Zhang et al.
in 2015 [12], is to look for stoichiometric metals with a
single, energetically isolated, and narrow band crossing the
Fermi level. Metals are typically not transparent because of

the plasma reflectivity of the free electron gas [13]. In Zhang
et al.’s approach, the small bandwidth of the band crossing the
Fermi level—in other words, the large electron effective mass
m∗—ensures that the plasma frequency [13],

h̄ωp =
√

ne2

εm∗ , (1)

is below ∼1.6 eV. This results in high reflectivity only below
visible frequencies. (Here, e is the elementary charge, n is the
free electron concentration, and ε is the dielectric constant that
takes into account the core electrons only.) Absorption is also
suppressed, because the band is energetically isolated from
other bands so there are no interband electronic processes that
can absorb visible light. Hence, even though there is strong
absorption at high frequencies and essentially 100% reflectiv-
ity in infrared, a metal can have a transparency window in the
visible portion of the electromagnetic spectrum.

This idea can be applied to correlated perovskite oxides
such as SrVO3 as well [14]. A key observation, put forward
in Ref. [14], is that while a plasma frequency below 1.6 eV
is necessary, a higher plasma frequency also leads to higher
electrical conductivity σ :

σ = ne2τ

m∗ . (2)

SrVO3 is a mildly correlated metal with h̄ωp = 1.3 eV, which
is close to the upper limit required for transparency, and there-
fore brings together a high electrical conductivity with the
absence of high reflectivity in the visible. While the potential
of SrVO3 for applications as a transparent conductor is limited
because of O–p to V–t2g interband transitions that lead to a
high absorptivity above ∼2.5 eV, it has a high figure of merit
[14]. It is also important because it proves the potential of
correlated transition-metal oxides as transparent metals [14].

SrVO3 is a metallic compound with free electron concen-
tration n ∼ 1022 cm−3, orders of magnitude higher than the
average degenerate semiconductors. There are two reasons
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FIG. 1. Crystal structure of cubic perovskite SrVO3. V ions are
in the center of corner-sharing oxygen octahedra.

for its low plasma frequency: (i) Due to the corner-sharing
geometry of the oxygen octahedra (Fig. 1) in perovskites,
the electron hopping elements between V-d orbitals are much
smaller than in typical semiconductors and elemental metals.
(ii) Also, the electron correlation effects that are often present
in 3d transition metal oxides lead to a correlation-induced
electron effective mass enhancement. In SrVO3, this mass en-
hancement is by a factor of Z−1 = 2, where Z is the quasipar-
ticle weight. The mass renormalization changes the bandwidth
measured by angle-resolved photoemission spectroscopy
(ARPES), as well as other quantities such as the Sommerfeld
coefficient, from their values calculated from band structure
methods such as density-functional theory (DFT) [15,16].
DFT calculations cannot capture the dynamic correlations that
give rise to the mass enhancement, and predict the plasma
frequency of SrVO3 to be 1.8 eV [14], which is equal to the
experimental value only when it is renormalized by

√
Z .

Biaxial strain, imposed by growing thin films on lattice
mismatched substrates, is commonly used to alter the struc-
tural and electronic properties of transition metal oxides.
Drastic changes in ferroelectric, multiferroic, superconduct-
ing, and other properties are observed in various systems
[17–20]. While many correlated oxides are known to undergo
metal-insulator transitions under strain, to the best of our
knowledge strain effects on correlated metals far from a metal-
insulator transition is not studied in detail yet. Possibilities put
forward and questions raised by the recent studies on SrVO3

make understanding how the correlated metals evolve under
biaxial strain and heterostructuring a highly relevant problem.

In this paper, we study the properties of a series of
moderately correlated metallic perovskite oxides (SrVO3,
CaVO3, SrNbO3, and SrMoO3) under biaxial strain boundary
conditions by using state-of-the-art first-principles methods
that are capable of capturing correlation-induced mass en-
hancement [DFT + embedded dynamical mean-field theory
(DFT+eDMFT)]. Our study differs from other first-principles
studies which study the effect of biaxial strain in similar
materials, such as Refs. [21–23], in that we do not focus on
a possible metal-insulator transition but, rather, we explore
how mass renormalization factor Z−1 and plasma frequency
ωp evolve while the material is still in the metallic region
of the phase diagram, far from the metal-insulator transition.
Our main findings are that (i), not surprisingly, correlated
metallic properties of SrVO3 do not depend on biaxial strain
sensitively, due to the simplicity of the cubic crystal structure;

(ii) properties of CaVO3 are more strain dependent thanks
to oxygen octahedral rotations which couple strongly with
both the electronic structure and strain; (iii) despite being
a 4d transition-metal oxide and having a large bandwidth,
SrNbO3 has quantitatively observable correlation effects. We
also propose that (iv) layered transition-metal oxide Sr2NbO4,
if synthesized, would be a candidate correlated transparent
metal that has lower absorptivity than SrVO3. This finding
underlines that while the correlated metals far from a metal
insulator transition are not sensitive to strain, layering and
heterostructuring are promising routes to tune plasma fre-
quencies and correlation strengths of these compounds. (v)
We conclude by studying the so-called Hund’s metal SrMoO3

[24], and show that the Hund’s coupling-induced correlations
are more sensitive to strain-induced changes in the degeneracy
of transition-metal orbitals.

II. METHODS

Prediction of crystal structures under biaxial strain bound-
ary conditions are performed using DFT and projector aug-
mented plane-wave approach as implemented in the VIENNA

AB INITIO SIMULATION PACKAGE [25,26]. Both the out-of-
plane lattice constants, and all the internal ionic coordinates
are relaxed to optimize the energy. For CaVO3, where multiple
octahedral rotation patterns are possible, the relaxations are
initiated with different starting structures to find the pattern
that gives the lowest energy. Exchange correlation energy
is calculated using the PBEsol generalized gradient approx-
imation [27]. To take into account the underestimation of
interactions on localized d orbitals, DFT+U approach [28]
is used with U = 3.0 eV for vanadium, and U = 1.5 eV for
niobium and molybdenum d orbitals. (These values are deter-
mined by comparing with the experimentally observed cubic
lattice constants.) A (shifted) Monkhorst-Pack grid [29] of
12×12×12 k-points for the Brillouin zone of the primitive
cell, and equivalent or better grids for supercells are used
for crystal structure determination. The energy cutoff for the
plane waves is set to 500 eV. Spin-orbit coupling is not taken
into account in any of the calculations.

Calculation of the optical properties via DFT is performed
using the full-potential (linearized) augmented plane-wave
method as implemented in the WIEN2K package [30,31].
Convergence of the plasma frequency requires a particularly
fine k-point grid especially in low symmetry crystal struc-
tures. We achieved convergence using ∼30 000 k-points in
the whole Brillouin zone of SrVO3, SrNbO3, and SrMoO3

cubic structures, and ∼40 000 k-points in the Brillouin zone
of the four-formula-unit supercell of CaVO3. The unscreened
plasma frequency, which does not take into account the
screening of the core electrons, is calculated from the band
structure as [31]

ω2
p0,i j = h̄2e2

πm2

∫
pn,n

i,�k pn,n
j,�k · δ

(
En

�k − EF
)
d�k. (3)

Here, m is the free electron mass, pn,m
i,�k is the ith momentum

matrix element at wave vector �k between bands n and m, En
�k

is the energy of nth band, and EF is the Fermi level. The
screened and unscreened plasma frequencies are proportional
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to each other with a relative factor of
√

εcore, where εcore

is the relative permittivity of core electrons [32]. There is
no simple implementation to calculate this quantity. Instead,
we calculate the screened plasma frequencies from the point
where the real part of the dielectric function crosses zero
[7,33]. Unless otherwise stated, plasma frequencies we report
are screened plasma frequencies.

Fully self-consistent DFT+eDMFT calculations are per-
formed using Rutgers DFT+eDMFT package [34,35] with
the continuous time quantum Monte Carlo impurity solver
[36] and nominal double counting [37]. A hybridization win-
dow of ∓10 eV around the Fermi level is used. Electronic
temperature is set to kBT = 20 meV. Due to the different
levels of screening explicitly taken into account in different
methods, DFT+U and DFT+DMFT (and even different im-
plementations of DFT+DMFT) often require different values
of Hubbard-U . In this study, U = 10 eV for Vanadium and
U = 6 eV for niobium and molybdenum are used along with
in the DFT+eDMFT calculations. Hund’s coupling is set to
J = 0.7 eV. These U values are shown to be suitable for the
particular implementation employed. (See, for example, Ref.
[38].) The Coulomb interaction is calculated via the density-
density terms only (the so-called Ising approximation). While
obtaining high-quality crystal structures by calculating the
forces on atoms using DFT+eDMFT is now technically pos-
sible [35,39–41], due to the extra computational cost this
would bring, crystal structures obtained from relaxations us-
ing DFT+U are used for the DFT+eDMFT calculations.

For a system with wave vector independent electronic self-
energy �(ω), the mass renormalization factor is the reciprocal
of the quasiparticle weight Z , which is obtained from the real
part of the electronic self-energy obtained from DMFT:

Z = 1

1 − ∂Re�(ω)
∂ω

∣∣
ω=0

. (4)

It is also possible to calculate Z without performing the
analytical continuation using the electron self-energy on the
imaginary axis as performed in, for example, Ref. [42]. In
our calculations, we did not see a quantitative disagreement
beyond the numerical error between the results that these two
methods give.

In all of our calculations, we followed the standard ap-
proach of using epitaxially strained bulk boundary conditions
to simulate films grown on substrates. This corresponds to per-
forming structural relaxations with two of the three (in-plane)
lattice constants fixed, with the third one (out-of plane) opti-
mized along with the atomic coordinates in the unit cell. The
monoclinic angle in monoclinic structures is assumed to be
close to 90◦, and hence is not optimized. Periodic boundary
conditions are imposed along all three unit-cell vectors. This
approach does not take into account quantum confinement
and other finite size effects, and hence our results are valid
intrinsically for a film of infinite thickness and no strain
relaxation.

III. SrVO3

SrVO3 is one of the rare [43] oxide perovskite compounds
that has the undistorted cubic structure (space group Pm3̄m)
at all temperatures. It is metallic and displays T 2 resistivity
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FIG. 2. (a) DFT band structure of SrVO3. High symmetry k-point
labels refer to those of the simple cubic cell: X = (π/a, 0, 0) =
(π/a, 0, 0), M = (π/a, π/a, 0) = (π/a, π/a, 0), and R = (π/a,

π/a, π/a). (b) DFT+DMFT spectral function of SrVO3, plotted
with the same energy scale as panel (a). (c) Real and imaginary parts
of DMFT self-energy of SrVO3, as a function of energy.

almost up to room temperature [44]. Electronic structure of
SrVO3 has been studied using a wide range of theoretical
approaches, and it is now a commonly used test bed for
correlated electron methods. It was one of the first compounds
studied using DFT+DMFT, as well as using GW+DMFT
[45–48].

In SrVO3, a single electron occupies the vanadium t2g

bands that cross the Fermi level. These bands are well sep-
arated from both the oxygen p and the vanadium eg bands
[Fig. 2(a)]. ARPES shows that the bandwidth of the t2g bands
are about half of what DFT predicts [49,50]. This difference
has been explained by dynamical electronic correlations on
the vanadium site, which give rise to a frequency-dependent
electronic self-energy �(ω) that renormalizes the electron
effective mass (and hence the bandwidth) as

m∗ = Z−1 · mDFT. (5)

Here, mDFT is the band mass calculated from DFT, m∗ is
the effective mass observed in the experiment, and Z is
the quasiparticle weight defined in Eq. (4). DFT+DMFT
corrects this mass underestimation by DFT as previously
shown many times. The DFT+DMFT spectral function dis-
plays well-defined, quasiparticlelike t2g bands, as shown in
Fig. 2(b), crossing the Fermi level. These bands are about
half as wide as they are in DFT calculations, and hence the
DFT+DMFT bandwidth matches well with the experiment.
The mass renormalization factor is Z ∼ 0.55 for these t2g

bands. The real part of the self-energy is linear near the Fermi
level [Fig. 2(c)]. Imaginary part, while displaying parabolic
behavior near EF , is very small; Im�(ω = 0) ∼ 10 meV.
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FIG. 3. Properties of SrVO3 under biaxial strain. (a) Unscreened
plasma frequency from DFT. (b) Screened plasma frequency from
DFT. (c) Renormalization factor Z from DFT+eDMFT.

(We confirmed this value by extrapolating the self-energy
on the imaginary axis to avoid errors with the maximum
entropy analytical continuation process as well. This feature
of the self-energy is also consistent with that, for example, in
Ref. [46].) These point to Fermi liquid behavior consistent
with the sharp bands in the spectral function.

Biaxial strain is known to significantly alter the value of
Z in ruthenates [51], and there are examples of strain-induced
Mott metal-insulator transitions in rare-earth titanates [23,52].
In Fig. 3, we present important properties of SrVO3 under
strain, obtained from DFT and DFT+DMFT. Figure 3(a) is
the unscreened plasma frequency calculated from DFT [31].
This quantity is highly overestimated because it does not
take into account the screening by the core electrons. The
screened plasma frequency (defined as the point where the real
part of the frequency dependent dielectric function crosses
zero) is presented in Fig. 3(b). Since biaxial strain breaks
the cubic symmetry, the plasma frequency depends on the
polarization, and has different values for in-plane (xx = yy)
and out-of-plane (zz) polarization. These two components of
ωp have opposite trends under strain, but neither of them
change by more than ∼5% under a ∼2% strain which is
easily achievable in high quality films. Similarly, the change
in the correlation induced mass renormalization under strain is
small: Z is ∼0.55 for all three t2g orbitals for all strain values
considered. The largest change is in Z of the xy orbital, but
even that changes by only ∼10%.

This insensitivity to strain of electronic properties in
SrVO3 can be explained by the fact that it is a rather mildly
correlated Fermi liquid with low filling (nominally one elec-
tron in three degenerate orbitals), and it has a bandwidth of

2 eV. It is far from the Mott insulator phase boundary, and the
strain-induced symmetry breaking between its t2g orbitals is
almost negligible compared to the bandwidth. Earlier DMFT
work by Sclauzero et al. [21] could obtain a Mott insulating
phase in SrVO3, but only under larger values of strain and
using a value of U that is larger than the physical value for the
particular DMFT implementation used. Our results indicate
that room temperature SrVO3 is rather insensitive to strain,
and what change its electronic structure exhibits is mostly due
to band effects that are reproduced at the DFT level.

IV. CaVO3

Alkaline earth A-site cations in oxide perovskites do not
contribute to electronic structure around the Fermi level, and
as a result, they can be considered as just space-filling ions.
Going from SrVO3 to CaVO3, there is a significant decrease
in unit cell volume (above 6%) in addition to a reduction in
crystal symmetry. Ca is too small for the large oxygen cage
of the A-site, and as a result, the oxygen octahedra in CaVO3

are tilted to provide a better A-site coordination environment
[53,54]. CaVO3 has the a−a−c+ octahedral rotation pattern in
Glazer notation [55], which gives space group Pnma (#62).

Effects of the difference in the crystal structures of stron-
tium and calcium vanadates are quite pronounced in ARPES,
where a ∼20% reduction in bandwidth is observed [16]. Early
DMFT work of Nekrasov et al. [56] predicts only a 4% change
in the LDA bandwidth, but a more sizable difference in the
mass renormalization near the Fermi level (Z−1 = 2.1 and
2.4 in SrVO3 and CaVO3, respectively). The Sommerfeld
coefficient of CaVO3 is measured to be ∼10% higher than that
of SrVO3 [15], and the optical response of thin films indicate
only a small difference in the plasma frequencies [14].

In addition to modifying the electronic structure, octahe-
dral rotations also couple strongly with pressure and strain,
and as a result they enhance the effects of biaxial strain on
electronic structure. Consequences of this enhanced octahe-
dral rotation mediated strain coupling include, for example,
the rich phase diagram of biaxial EuTiO3 [57,58], change in
the magnetic easy axis of SrRuO3 [59], and the metal insu-
lator transition observed in strained LaTiO3 [21,60]. CaVO3

displays large changes in the V-O-V bond angles under strain
as well. In Fig. 4, we present the V-O-V bond angles of
CaVO3 along the three different pseudocubic axes, calculated
from first principles. For negative (compressive) strain values,
the a−a−c+ rotation pattern is preserved, even though the
angles change. In this setting, the c axis of the orthorhombic
cell is out of plane, and as a result, biaxial geometry and
the presence of the substrate do not reduce the symmetry
of the film. Like many Pnma perovskites, CaVO3 undergoes
a strain-induced phase transition near its equilibrium lattice
constant (0% strain) and has a lower symmetry under tensile
strain. For positive (tensile) values of strain, the axis around
which the rotations are in phase is no longer normal to the film
plane. As a result, the rotation pattern becomes a+b−c−, and
the symmetry is reduced to monoclinic [61].

In Fig. 5(a), we report the screened plasma frequency of
CaVO3 as calculated from DFT. (Note that the choice of the
axes for the unit cells used in the calculations are different for
the compressive and tensile sides because of the change in the
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FIG. 4. V-O-V angles in strained CaVO3 from first principles.
Angles along three pseudocubic axes are all different under tensile
strain due to monoclinic symmetry.

symmetry.) Due to the changing rotation angles with in-plane
lattice constant, the change in the plasma frequency at DFT
level with strain is larger in CaVO3, compared to SrVO3

[Fig. 3(b)]. On the tensile strain side, all three components
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FIG. 5. Properties of CaVO3 under biaxial strain. (a) Screened
plasma frequency from DFT. Directions given are with respect to the
pseudocubic axes. The change in the axes for tensile vs compressive
strain is due to the change in the crystal structure and space group.
(b) Renormalization factor Z from DFT+eDMFT. Local vanadium
orbitals rotate with the oxygen octahedra, and hence no longer carry
simple cubic harmonic characters. Under tensile strain, due to lower
symmetry, there are two inequivalent vanadium ions with different
Z factors.

of the plasma frequency are suppressed by a few percent,
comparable to SrVO3. The biggest change is observed in
the out-of-plane polarization direction of the compressively
strained films, for which the plasma frequency is reduced by
more than 8% over the course of less than 2% strain change.

The Z factor for the t2g orbitals are split in CaVO3, because
the octahedral rotations break the site symmetry of vanadium
[Fig. 5(b)]. We use local coordinate axes for each vanadium
ion to define the orbitals initially, and then diagonalize the
hybridization function from DFT at zero frequency to define
the orbitals that we use for the DMFT calculation. This leads
to mixing of t2g and eg orbitals (as imposed by the site symme-
try). Nevertheless, there are three lower-energy orbitals that
have t2g-like character and are more correlated, which we refer
to as t2g orbitals for simplicity. Another complication is that
the monoclinic space group has two inequivalent vanadium
sites which have slightly different Z values. Figure 5(b) shows
that the overall range of values that the value of Z for different
orbitals cover as a function of strain is larger in CaVO3 than
in SrVO3; however, there is no clear monotonic trend.

Considering both the DFT plasma frequencies and mass
enhancement factors from DMFT, the octahedral rotations
indeed make the electronic structure of CaVO3 more sensitive
to strain. However, this sensitivity does not come along with
a simple trend or large enough changes to be useful for
applications where tuning the plasma edge is required. This is
in part due to the simple electronic structure of d1 vanadates.
Compounds where the orbital degree of freedom is a key
factor and which have energy scales that compete with crystal-
field splittings, such as the so-called Hund’s metals [64,65],
tend to display more strong strain and octahedral rotation
angle dependence of electronic correlations in the metallic
phase. We discuss this possibility in more detail in Sec. VI.

In passing, we note that while our DMFT calculations are
performed at finite electronic temperature, the lattice is con-
sidered to be at zero temperature as is the common practice.
As a result, the octahedral rotation angles are overestimated in
our calculations. This possibly results in a small underestima-
tion of the bandwidth (W ) in CaVO3, which would result in
a smaller Z value as well (since U/W becomes larger). While
the Z we calculated for bulk CaVO3 (Z ∼ 0.47) is between
the experimentally measured magnetic susceptibility and spe-
cific heat enhancements [15], we predict a larger difference
between the mass renormalization factors of SrVO3 to CaVO3,
most probably due to the overestimated octahedral rotation
angles. ARPES measurements indicate that the bandwidth
of CaVO3 is ∼20% smaller than that of SrVO3 at room
temperature [16], which is in line with our calculations.

V. SrNbO3 AND Sr2NbO4

SrNbO3 is the 4d analog of SrVO3. Like SrVO3, it has
a single electron on its t2g bands that cross the Fermi level
[Fig. 6(a)]. Its crystal structure is close to cubic at room tem-
perature with some subtle GdFeO3 type (a−a−c+) octahedral
rotations [66–68]. In recent years, there has been an increasing
interest in this compound and its optical properties due to its
photocatalytic activity [69–71]. What makes it also interesting
for transparent conductor applications is that the onset of p–d
excitations, which results in a sudden upturn of absorbance,
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FIG. 6. (a) DFT band structure of SrNbO3. (b) DFT+DMFT
spectral function of SrVO3, plotted with the same energy scale as
panel (a). (c) Optical absorption coefficients (α) of bulk SrVO3 and
SrNbO3 from DFT. Both compounds display a small peak due to
t2g-eg transitions (at ∼2.2 and ∼2.6 eV for SrVO3 and SrNbO3,
respectively) before the onset of high absorptivity at higher energies.

is at ∼4.5 eV [72]. This absorption edge is in the ultraviolet,
unlike that of SrVO3, which is at ∼3 eV [Fig. 6(c)]. As a
result, SrNbO3 has a transparency window that spans part of
the visible spectrum [71].

SrNbO3 is experimentally observed to have a bright red
color when Sr deficient [69]. The reflectivity of electron
deficient Sr1−xNbO3+δ fits well to a Drude model with
ωp = 1.65 eV [71]. First-principles calculations which don’t
take into account the nonstoichiometry are expected to over-
estimate the plasma frequency. The DFT band structure
[Fig. 6(a)] gives the plasma frequency of bulk SrNbO3 as
h̄ωp ∼ 2.15 eV, which is consistent with the larger bandwidth
of SrNbO3 compared to SrVO3, but is too large compared to
the experimentally observed value despite the nonstoichime-
try. Electronic correlation effects in this compound, which
were claimed to be possible in Ref. [73], might explain this
large overestimation by DFT. In Fig. 6(b), we present the
spectral function of SrNbO3 from DFT+DMFT. Z for the t2g

orbitals is predicted to be Z = 0.72. This gives m∗/mDFT ∼
1.2, so SrNbO3 is a weakly correlated metal. This is a
surprising observation, because the correlation effects in 4d
transition metals oxides with crystal structures that consist of
highly connected octahedra (and therefore have a large band-
width) are usually not expected to be important. The plasma
frequency renormalized from its DFT value is h̄ωp = 1.8 eV.
While this is larger than the experimentally observed h̄ωp =
1.65 eV, these values are consistent within the experimental
error bar in stoichiometry, and the numerical errors in our
DFT+DMFT calculations.

Even though DMFT underlines the presence of electronic
correlation effects in SrNbO3, the strain tunability of these
effects are extremely small. In Fig. 7, we present the DFT
plasma frequency and Z from DMFT for SrNbO3 under strain.
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FIG. 7. Properties of SrNbO3 under biaxial strain. (a) Screened
plasma frequency from DFT. (b) Renormalization factor Z from
DFT+eDMFT.

Trends in both ωp and Z for different orbitals are similar to
those observed for SrVO3, but the overall change is smaller.
Plasma frequency from DFT changes by ∼5% for the ∓2%
strain range considered, which indicates that the DFT band-
width is not affected by strain significantly. The change in
Z in the same strain range is likewise very small, essentially
within the error bars of our DFT+DMFT calculations. This
indicates that the effect of strain on the properties of SrNbO3

is negligible.
Another degree of freedom that can be used as an exper-

imental knob to tune and significantly alter the properties of
oxide perovskites is layering. For example, the Ruddlesden-
Popper structural series, which is a type of layered per-
ovskites, have been used to induce or suppress ferroelectric-
ity, magnetic phases, or superconductivity in various oxides
[74–76]. Ruddlesden-Popper phases of SrVO3 have been syn-
thesized [77]. In these layered compounds, reduced band-
width due to the decreased connectivity of VO6 octahedra re-
sult in a very large suppression of conductivity and increased
correlation strength: Sr2VO3 is a magnetic Mott insulator
[77–79], and Sr3V2O7 has a resistivity more than an order of
magnitude larger than that of SrVO3 [77]. Since SrNbO3 only
weakly correlated, Ruddlesden-Popper phases of SrNbO3 are
likely to be metallic and they may bring together the lack of
optical absorption up to ultraviolet with a plasma frequency
that is suppressed to below visible energy range due to a
smaller bandwidth. The synthesis of these compounds in the
bulk form are challenging, due to both preference of Nb for
Nb5+ charge state, and the presence of multiple stable phases
in the Sr-Nb-O phase diagram (such as SrNbO3, Sr2Nb2O7,
etc. [80]). However, the Ruddlesden-Popper structure is par-
ticularly suitable for layer by layer growth of unstable form
using advanced synthesis methods such as molecular beam
epitaxy [81,82]. To the best of our knowledge, there is only
one experimental study of the Ruddlesden-Popper Sr2NbO4

in the last 20 years [83], which reached the seemingly
contradictory conclusions that the temperature dependence
of resistivity is not metallic but, at room temperature, its
magnitude is comparable to that of SrNbO3.
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FIG. 8. Optical absorption coefficient of Sr2NbO4 from DFT for
different polarizations of light, compared to that of SrNbO3.

At the DFT level, Sr2NbO4 is metallic, and similar to
SrNbO3, it has high absorptivity only in the ultraviolet range
(Fig. 8). Its plasma frequency is ω

xx=yy
p = 1.7 eV and ωzz

p =
1.0 eV in the in-plane and out-of-plane (c axis) directions.
DFT+DMFT gives average Z for the t2g orbitals as Z ∼ 0.6,
which renormalizes the in-plane component of the plasma
frequency to 1.3 eV, which is comparable to SrVO3. This
makes Sr2NbO4 an attractive candidate for applications as a
transparent conductor. While the strongly anisotropic conduc-
tivity is not ideal, other anisotropic materials such as graphene
have been implemented as transparent electrodes successfully
[84].

In summary, we predict Ruddlesden-Popper Sr2NbO4 to
be comparable to SrVO3 in terms of electron effective mass
on the ab plane, but more transparent for visible light given
the high energy onset of absorption in the niobate perovskites.
Our calculations demonstrate the feasibility of using crystal-
structure dimensionality and octahedral connectivity to tune
the optical properties of correlated oxides. This can be con-
sidered as a design strategy to predict transparent correlated
metallic compounds.

VI. SrMoO3

SrMoO3 is another metallic early transition-metal oxide
with perovskite structure [85]. Optical measurements give its
plasma frequency to be ∼1.7 eV [86]. What makes this com-
pound particularly interesting is its high conductivity, which
broke the record in oxides at room temperature in 2005 [87].
Mo is a second-row transition metal like Nb, and it has the
Mo4+ charge state with nominally 2d electrons in SrMoO3.
Perovskite SrMoO3 is cubic with no structural distortions
above 266 K [85], and its DFT band structure resembles
that of SrVO3 and SrNbO3 as expected [Fig. 9(a)]. Earlier
DMFT calculations [24] show very little bandwidth renor-
malization. In Fig. 9(b), we present the DFT+DMFT spectral
density, which reproduces this observation. What makes the
electronic structure of SrMoO3 different is that despite the
small renormalization of its bandwidth, DFT underestimates
its experimentally measured Sommerfeld coefficient by a
factor of 2, and its Kadowaki–Woods ratio is measured to
be close to that of heavy fermion compounds [24,87]. The
reason for this discrepancy is the driving force of correlations:
SrMoO3 is an example of the so-called Hund’s metals, where
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FIG. 9. (a) DFT band structure of SrMoO3. Bands crossing the
Fermi level are of t2g character, similar to SrVO3 and SrNbO3.
(b) DFT+DMFT spectral function of SrMoO3, plotted with the same
energy scale as panel (a). The parameters used are U = 6 eV and
J = 0.7 eV. (c) Quasiparticle weight Z of SrMoO3, calculated from
DFT+eDMFT for different values of on-site U and J parameters.

the Hund’s J, rather than Hubbard-U , is responsible for the
bulk of the electronic correlations [64,65,88,89]. The real part
of the electronic self-energy of SrMoO3 is not linear in the
energy range spanned by the t2g bands, and hence the value
of Z defined by Eq. (4) at the Fermi level cannot be used
to calculate the bandwidth. To provide an indirect test of
Hund’s metallicity in SrMoO3, we calculated Z using different
values of U and J parameters in DMFT. Our results, shown in
Fig. 9(c) show that the value of Z sensitively depends on the
value of J used in the DMFT calculation, but is less sensitive
to the value of U , as observed in other Hund’s metals [90].

Correlations induced by Hund’s coupling are closely re-
lated with the multiband nature of Hund’s metals, and crystal-
field splittings and differences in widths of different bands
have significant effects on the resulting correlation strength
and Z parameters. This can result in a stronger biaxial
strain effect on the electronic structure, including the plasma
frequency and Z . In Fig. 10, we present the DFT plasma
frequency and orbital-dependent Z from DFT+DMFT. DFT
predicts the screened plasma frequency as h̄ωp ∼ 2.5 eV,
which is ∼1.9 eV when scaled by

√
Z . This is larger than the

experimentally observed plasma edge at 1.7 eV by an amount
that might be within the combined error bars of the experiment
and our calculations. But the simple renormalization of the
plasma frequency by

√
Z is not valid for Hund’s metals where

the real part of the self-energy is not linear, and therefore does
not strictly apply to SrMoO3. The change in the DFT plasma
frequency under strain is similar to that in the other cubic per-
ovskites we considered. On the other hand, the change in the
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FIG. 10. Properties of SrMoO3 under biaxial strain. (a) Screened
plasma frequency from DFT. (b) Renormalization factor Z from
DFT+eDMFT.

correlation strength, as measured by Z , is more pronounced:
For the xy orbital, Z goes from ∼0.4 to 0.7 in the ∓2% strain
range considered. This is much larger than the �10% change
of the same quantity in SrVO3 and SrNbO3, and thus confirms
the expectation that biaxial strain effects are more pronounced
in Hund’s metals than other similar correlated metals. How-
ever, the large change is specific only to the xy orbital, and so
biaxial strain is not a useful route to tune the plasma frequency
of SrMoO3 for transparent conductor applications.

VII. CONCLUSIONS

We performed a series of DFT+DMFT calculations
on SrVO3, CaVO3, SrNbO3, and SrMoO3 to assess the

applicability of biaxial strain as a means to tune the plasma
frequency of these compounds. These materials display weak
to moderate correlation strength, as measured by their Z
values in the ∼0.50 − 0.75 range. Our calculations show that
neither the plasma frequency at the DFT level nor the correla-
tion induced mass enhancement Z depend very sensitively on
strain in these compounds. The presence of octahedral rota-
tions, such as those in CaVO3, or the dominant role of Hund’s
coupling in driving the correlations, such as in SrMoO3, make
the strain dependence of ωp and Z stronger. However, these
stronger trends are direction and orbital dependent, and an
overall suppression of plasma frequency for all polarization
components is not observed.

A noteworthy result of our calculations is that SrNbO3,
which has high orbital degeneracy and ∼3-eV-wide t2g bands,
has non-negligable electronic correlations as seen from its
suppressed plasma frequency. This supports the observations
of Ref. [73]. While the plasma frequency is not suppressed
enough to make SrNbO3 optically transparent, Ruddlesden-
Popper Sr2NbO4 is more promising: Decreased octahedral
connectivity in the Ruddlesden-Popper structure results in
both narrower bands in DFT and a smaller Z in DMFT. The
plasma frequency is suppressed below the visible range in
this compound. We propose strategies that exploit layering
of crystal structures, rather than strain, as a more promising
materials design approach to tune the plasma frequency of
materials for transparent conductor applications.
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